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ENCRYPTION DEMANDS WITH KOLMOGOROV ALGORITHMIC
METRIC

Borubaev A.A., Pankov P.S.
Institute of Mathematics of NAS of KR

The authors propose more general encryption demand than well-known avalanche effect:
each two ciphertexts (including two encryptions of same plaintext) are to differ sufficiently. To
formalize this demand the authors propose to use asymptotical minimal volume of algorithm of
revertible transformation of one text into another one with same information.
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ABTopnop muppaeenaeH OenTUIyy Kap Keuky 3((EeKTHHEH >KajmbIpaak TOMOHKY TaJar
KbUTYYHY CYHYIITalT. Ap Oup 5ku mudpieHrern Ounaupyy (aHbIH HUUHIE OIIOJ i€ OMIIUPYYHY
mmdpree) Oupu-OMpUHEH ONMYTTYy alblpMallaHyy Kepek. byn TamanTsl ¢opMangamTeipyy Y4YH
aBTOPJIOp OWJITUPYYHY OIION 3J€ MaallbIMaTThl KapMaraH Oamika OWITUPYYre KauTbulyydy
©3repTYYdy aJITOPUTMINH MUHUMAIIAYY KOJIOMYH KOJIIOHYJIAT.

YpyHTTYY ce31ep: mudpiaee, kap keuky 3¢ dextH, KoiMoropos aaropuTMInKk METPUKACHI.

ABTopsl mpeiaraloT Oosnee oOmue TpeboBaHMS K IIUGPOBAHHIO, YE€M H3BECTHBIN
«TaBUHHBIA 3 deKxT»: Mo0bIe ABa 3ammn(ppPOBaHHBIX TEKCTa (BKIOYAs JBa MH(PPOBAHUS OJHOTO H
TOrO € TEKCTa) JIOJDKHBI CYIIECTBEHHO paszinuuaTthes. s ¢dopmanuzanuu 3Toro TpeOoBaHUsA
aBTOpBHl MpeJlaraloT  MUCIHOJb30BaTh ACUMIITOTUYECKM MHUHUMAJIbHBIH 00BEM airopurMa
o0paTuMoro npeoOpa3oBaHus OAHOTO TEKCTa B IPYroi ¢ MIAEHTUYHOU HHPOpMaLUei.

KiroueBbie cioBa: mmppoBanue, JaBUHHBIA pdexT, KoaMoropoBckas anropuTMHuecKas
METpHKa.

1. Introduction

There are many papers on satisfactory encryption of single texts. But we have
not found additional demands on encryption of sets of texts. Since information
protection includes protection of involved persons, we consider this matter.

If the code-breaker intercepts two either identical or similar or having
something in common messages then it would be important information about the
sender, his methods and the addressees.

We propose: each two ciphertexts (including two encryptions of same
plaintext) are to differ sufficiently. To formalize this demand we propose to use
asymptotical minimal volume of algorithm of revertible transformation of one text
into another one with same information.

This proposal was delivered briefly at the conference [1].
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All examples below are illustrative.

2. Kolmogorov complexity and Kolmogorov algorithmic metrics

In algorithmic information theory, the Kolmogorov complexity [2] of an
object, such as a piece of text, is the length of a shortest computer program (in a
predetermined programming language) that produces the object as output.

Denote length of a word (a text) W as L(W).

We propose

Definition 1. Let T be a set of “sufficiently large” texts with same information.
Define the function (Kolmogorov algorithmic metrics)

o (t, 1) TXT>N
as the sum of lengths of shortest computer programs (in a predetermined
programming language) transforming a text t; to a text t, and vice versa (so-called
“codec”) for t; #ty; px (ty, t1)=0.

Remark. There is “Kolmogorov distance” between distributions. It is not
related to Definition 1.

If ok (t1, t;) does not depend on lengths of elements of T then such computer
programs (metrics) are called “bounded” otherwise they it is called “unbounded”.

Example 1 of bounded Kolmogorov algorithmic metrics.

The set T is defined as follows. There is a plaintext t, of decimal digits with
information. Divide the text ty by “fives” and choose a random digit for each “five”.
Put these digits sk before each “five” and make annular shift by (sx mod 5) signs in
this “five”.

We obtain an element (ciphertext) of T.

For instance,

to="2346798705":

$1=6, $,=0; t; ='672346098705°;

$1=3, $,=5; t,="3467235 98705

The codec is obvious.


https://en.wikipedia.org/wiki/Algorithmic_information_theory
https://en.wikipedia.org/wiki/Computer_program
https://en.wikipedia.org/wiki/Programming_language
https://en.wikipedia.org/wiki/Computer_program
https://en.wikipedia.org/wiki/Programming_language

3. Known and our demands

In cryptography, the avalanche effect is the following: if an input (plaintext) in
an encryption algorithm is changed slightly then the output (ciphertext) changes
significantly [3]. It is commented as follows:

“If a block cipher or cryptographic hash function does not exhibit the
avalanche effect to a significant degree, then it has poor randomization, and thus
a cryptanalyst can make predictions about the input, being given only the output. This
may be sufficient to partially or completely break the algorithm. Thus, the avalanche
effect is a desirable condition from the point of view of the designer of the
cryptographic algorithm or device.”

We consider it insufficient.

We propose the following demands.

(D1): Each two ciphertexts generated by an encryption algorithm must be
sufficiently different. For this purpose the encryption algorithm must involve random
numbers which influence all parts of a ciphertext.

(D1°): “sufficiently different” can be formalized by the Kolmogorov
algorithmic metrics:

o (tr, t)> 2/3*min{L( t,), L(t)}.

The demand (D1) can be specified also as

(D1”) none (lengthy) sub-words of each two ciphertexts are similar” and can
be formalized, for instance, as for

(U, Up) i= min{oc(Wy, Wa)}
W1 CUyg, Wo < Uy, L(wy) > L(uy)/2, L(w,) > L(uy)/2}:
oc*(Ug, Up) >min{L(uy), L(u2)}/2.

Example 2. Consider the encryption algorithm in Example 1 (for sufficiently
large plaintexts): choose s, randomly. Then each two ciphertexts would be different
but not sufficiently different (the text of such algorithm is short).

(D2): a ciphertext must be sufficiently long (otherwise the code-breaker

guesses that the plaintext was short).


https://en.wikipedia.org/wiki/Cryptanalyst

(D3): a ciphertext must not contain any evident or ciphered information about
the sender and the addressee but must contain ciphered information on authenticity.

The addressee is to check all obtained messages for such authenticity.

Example 3. Additional algorithm: after applying the encryption algorithm in
Example 2 find the sum of all digits (mod 100) and insert the first digit in the seventh
place and do the second digit in the fourth place.

The reverse algorithm is obvious.

We have for t, : the sum is 3+4+6+7+2+3+5+9+8+7+0+5=59.

The result is: t3="34697235598705 .

Remark. It is very difficult for a code-breaker to hack such method of
authenticity because in the best case scenario he could be able to intercept only
dozens of suspected messages.

The strict avalanche criterion is a formalization of the avalanche effect. It is the
following: whenever a single input bit is complemented, each of the output bits
changes with a 50% probability [4].

The demand (D1) overlaps this criterion. Even without complementation, by
involving random numbers after applying the same encryption algorithm each of the

output bits changes with a 50% probability.

4. Conclusion
The novelty of our proposal can be substituted as follows. If such demands
were in use earlier then the avalanche effect was not mentioned in literature at all. We
hope that our demands are easy to be implemented and would rise level of

information protection.
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CLASSIFICATION OF VERBS BY THEIR MATHEMATICAL MODELS

1Ba%/achorova B.J., °’Karabaeva S.Zh.
KNU named after J. Balasagyn,
?Institute of Mathematics of NAS of KR

Supra, the authors proposed independent computer presentation of natural languages and
implemented some notions of Kyrgyz and English. In the paper new classification of verbs by their
mathematical and computer models is proposed. It can be used for further development of such
computer presentations.

Keywords: classification, verb, computer presentation, mathematical model, independent
presentation.

Mypna aBTopiop TapaOblHaH TaOWUTBI THIAEPAN KOMIIBIOTEpAE KO3 KapaHJIbICHI3 TYPHAe
YareUIIbIpyy CYHYIUTQJIraH jkaHa K33 OMp TYIIYHYKTOp KbIPIbI3 jKaHa aHTJIMC TUJIEPUHJE HILKE
almipIpbuirad. bynm Makanaga 3TUIITEpAUMH MaTeMAaTHUKAJbIK aHa KOMIbIOTEPAUK MOJAEIACPUHUH
0010HYa KaHbl KJIACCU(PHUKAIMIOOCY CyHyITanaT. byn yuryHaail KOMOBIOTEpAUK YarbUIIBIPYYHY
aH/aH apbl OPKYHAOTYY YUYH KOJJIOHYIYIY MyMKYH.

YpyHTTYY  ce3lep:  KIAacCH(PHUKAIMAIOO,  ATHUII,  KOMIBIOTEPIUK  YarbUIABIPYY,
MaTeMaTHKaJIbIK MOJIENb, KO3 KapaH IbIChI3 YarbUIIbIPYY.

Panee aBTOpBI MpEIIOKUIN HE3aBUCHMOE KOMIIBIOTEPHOE IPEACTABICHUE €CTECTBEHHBIX
S3bIKOB U PEAIU30BAIA HEKOTOPBIE IOHATHSA KBIPIBI3CKOIO M AHIIIMUCKOrO S3BIKOB. B crarbe
npeajaracTcsa HoOBad KJ'IaCCI/I(l)I/IKaHI/ISI rjiarojiop mo #MxX MaTeMaTH4Y€CKUM W KOMIIBIOTCPHBIM
MOJIEJIIM. DTO MOXET OBbITh HCIOJNB30BAaHO ISl JAJbHEHIIEero pa3BUTUS TAaKUX KOMIIbIOTEPHBIX
MIPEACTABJICHUI.

KntoueBble  cinoBa:  KiaccupUKanus,  IJIAroJl,  KOMIIBIOTEPHOE  IPEJCTaBICHHE,
MaTeMaTH4YeCKas MOJEIb, HE3aBUCUMOE IIPEICTABICHHE.
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1. Introduction

We proposed to develop interactive computer presentations of natural
languages. If a computer presentation does not depend on the user’s knowledge and
skills on similar objects then we call it independent. In our opinion, such
presentations are more effective because the user can learn a language inductively,
and they begin thinking in it, without translation in mind.

Earlier, investigating and learning a living language were implemented with
the assistance (including bilingual dictionaries and text-books) of persons who had a
complete command of it. Invention of recording sounds gave possibility to fix
examples of an oral language objectively. Invention of talking pictures fixed
examples of phrases with connection to situations and actions. Computer games gave
the user the opportunity to choose actions with corresponding phrases. Existing
software to learn languages base on languages native to the user, nevertheless some
notions are presented independently. This survey demonstrates that there were not
completely independent presentations of natural languages.

Using ideas [1], [2], [3] we [4-11] gave definitions and developed elements of
such presentations. We proposed to use random generation of tasks and situations and
feedback for checking-up knowledge of a language. We described mathematical
models in general [12].

For further developing of such presentations we need a corresponding
classification of notions (nouns and verbs) of languages. Existing classifications are
based on involved grammar forms only and are scanty for computer presentation.

We will base on Kyrgyz language mentioning other languages too.

2. Definitions for independent presentation of notions
Definition 1. If low energetic outer influences can cause sufficiently various
reactions and changing of the inner state of the object (by means of inner energy of
the object or of outer energy entering into object besides of such influences) at any
time then such (permanently unstable) object is an affectable object, or a subject, and

such outer influences are commands.



Definition 2. A system of commands such that any subject can achieve desired
efficiently various consequences from other one is a language.

Hypothesis 1. A human's genuine understanding of a text in a natural language
can be clarified by means of observing the human's actions in real life situations
corresponding to the text.

Definition 3. Simple mathematical models consist of fixed (F;) and movable
(M;) sets and temporal sequence of conditions of types (M; < F), (M; N Fj =©),
(Mj nF; z9).

Remark. Animated objects and Avatar are denoted by trembling.

Kinematical mathematical models also include self-moving objects.

For example, “Where WILL be the [slow-moving] turtle?”

Multi-media mathematical models also include sounds etc.

For example, “Give the nut to the SINGING bird!”

Transformation mathematical models also include transforming objects (tools)
and transformable objects.

For example, “CUT the needle WITH the knife!”

Computer interactive presentations are built on the base of mathematical
models.

Definition 4. Let any notion (word of a language) be given. If an algorithm
acting at a computer: generates (randomly) a sufficiently large amount of instances
covering all essential aspects of the notion to the user, gives a command involving
this notion in each situation, perceives the user's actions and performs their results
clearly on a display, detects whether a result fits the command, then such algorithm is
said to be a computer interactive presentation of the notion.

Certainly, commands are to contain other words too. But these words must not
give any definitions or explanations of the notion.

Definition 5. If all words being used in Definition 4 are unknown to the user
nevertheless s/he is be able to fulfill the meant action (because it is the only natural

one in this situation) then the notion (word of a language) is said to be primary. If the



user has to know supplementary words to complete the action then the notion is said

to be secondary. Thus, there arises a natural hierarchy of notions.

3. Survey of known classifications of verbs

Such classifications are based on grammar forms only.

3.1. Transitive and intransitive verbs

Transitive verbs in Kyrgyz language are detected by using Tab6wsiu srconoome
(Accusative Case).

Remark. Many of intransitive verbs can be made transitive by means of
affixes of Kam 6yupyx (Causative voice), for instance O3T'OPYY (transform
yourself) - ©3IOPTYY (transform anything).

3.2. Valency is the number and type of arguments controlled by a predicate,
content verbs being typical predicates.

There are several types of valency (in Kyrgyz language):
intransitive (monovalent/monadic) YKTA! (Sleep!);
transitive (divalent/dyadic) TOIITY BIPI'BIT! (Throw the ball!);
ditransitive (trivalent/triadic) KbI3I'A TOIITY BIPI'BIT! (Throw the ball to the girl!);
tritransitive (quadrivalent/quadradic) KOJIJJOPYH MEHEH KbI3T'A TOIITY
BIPT'BIT! (Throw the ball to the girl with your hands!).

The minimum for the verb BIPTBITYY (throw) is “divalent”.

Remark. On the base of this definition we put

Hypothesis 3. Any notion has a minimalistic mathematical model (involving
minimal number of entities in Occam’s sense).

These definitions are scanty for computer presentation.

3. Mathematical models for verbs
3.1. Intransitive verbs
3.1.1. “Inner verbs” - due to Definition 1, their meanings are “Change your

inner state”.
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Examples: 1) OMJIOO - think; 2) VKTOO - sleep; 3) (MACEJIEHN)
YBITAPVYY - solve (atask); 4) YI'VYV - hear, listen.

They are difficult to build evident mathematical models even with multimedia.

3.1.2. Avatar verbs

“Self-transitive verbs” can be explained as “Change your outer state”.
Meanings of many transitive verbs can be returned to the doer, for instance “paint
(anything)”- “paint yourself”. Some actual intransitive verbs can be presented in such
a way. In mathematical models an (auxiliary, random) thing standing for direct object
IS to be changed to Avatar.

Examples: 5) (move yourself) BAPYY - go; 6) KUPYY - enter; 7) UbIT'YYV -
exit; 8) CY3YY - swim.

3.2. Transitive verbs

3.2.1. Non-influencing verbs

Examples: 9) OKVYYV - read; 10) KOPYY - see; 11) KAPOO - look;

12) TABYY - find [but do not touch].

3.2.2. Influencing verbs

Examples: 13) KOIOYV - put; 14) AJIVY - take; 15) XKbIJIZIBIPYY - move.

3.2.3. Effecting verbs

Such verbs are related to affectable objects only.

Examples: 16) BEPYY - give; 17) TAMAKTAHJIBIPYY - feed.

Example 18 of influencing-effecting trivalent verb: KOPCOTYY - show
(anything to anybody).

3.2.4. Transforming and tool verbs.

Examples: 19) BYKTOO - flex; 20) KECYY - cut.

4. Conclusion
This paper is a next contribution to our general project of developing
mathematical models of various notions for independent presentation of natural
languages. We hope that such software would be interesting and useful for people to

learn languages.
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CATEGORY OF IRGOO-TYPE PROCESSES IN COMPUTATIONAL
MATHEMATICS AND ALGORITHMS TO DETECT PATTERNS

'Kenenbaeva G.M., “Tagaeva S.B.
'Kyrgyz State University named after J.Balasagyn,
“Institute of Mathematics of NAS of KR

Processes of generation of order from chaos are considered. The authors propose to call
them irg66-type processes by the name of the first process of local diminishing of entropy due to
dissolving of energy mentioned in literature. The authors distinguish main features of such
processes: they are real (including running computers) and random, are defined by some
components (states of computer) at each moment. Supra, by the authors’ definition, appearance of
phenomena in systems only with large number of components is said to be the effect of numerosity.
The least number of components preserving such phenomenon was said to be the constant related to
it. Algorithms to detect arising patterns are proposed also.

Keywords: order, chaos, irg66, numerosity, effect, phenomenon, differential equation,
difference equation.

bamanamaniplkTaH TapTun maiijga OOJNTOHY mpoleccTepu KapanaT. ABTopiop Oy
MpoLEecCTepu, afabusaTTa OMpUHYN OeAruiayy OONrOH SHEPrus TapTKaTbUITaHbIHAH YHTPOMUSHBIH
KEPIUIMK a3al0y MPOILECCUHUH aTaJbIIIbBI OOIOHYA allraHa, «Mpree» THOWHIETH MpoleccTep Jen
aTOOHY CYHYII KbUIBIIIAT. ABTOPJIOpP MbIHAAW TPOLECCTEPANH HETH3TH ©3Te4esIyKTepYyH
TOMOHKYY® OCNTHIICHIEeT: anap YbIHBITBl (aHBIH WYMHJE KOMIBIOTEPIEPIUH apakeTTepH) *aHa
KOKYCTaH, ap Oup yuypaa Oup Hede KOMIOHEHTTEp (KOMIbIOTEpANH abasjaapbl) MEHEH aHbIKTaJaT.
Mypna, aBTOpJOp CyHYIITaraH aHbIKTamMa OOIOHYA, KOIl AJIEMEHTTEPJCH TypraH cUcTeMajap raHa
YUYH naiina 6onyydy KyOymymrap «kemye» 3gdekTucu Aen artaiarad. MplHAal KyOymylika ajbli
KeJIyydy, OIIOJ KyOyinym MeHeH OailllaHbIlIKaH, 5H KHYMHE CaH TYpakTyy Oolyn caHajiar.
O1on 101 1€ Maiiga 00JITrOH 3aKOH YEHEMYYIYKTOPAY aHBIKTOO YUYH aJTOPUTM CYHYIUTAJIraH.
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YpyHTTYY ce3mep: upeT, OamanaMaHAblKk, uUpree, «kemue», 3ddekr, KyOymyml,
muddepeHnman-asK TeHAeMe, albIpMallyy TCHIEME.

PaccmaTpuBaroTcs npoueccsl BO3HUKHOBEHHMS IOpPANKA M3 Xaoca. ABTOpBI IIPEUIararor
Ha3bIBaTh WX IIPOLIECCAMHU THUIIA «MPree» IO Ha3BaHMIO INIEPBOr0 TAKOI'O IPOLEcca JIOKAJIbHOIO
YMEHBILIEHUSI 3HTPONMH BCIIEICTBUE IUCCUIIALUMU DHEPIUHU, U3BECTHOIO B JIUTEparype. ABTOPBI
BBIICIISIIOT OCHOBHBIE IPU3HAKM TaKUX IIPOLECCOB: OHM - peajibHble (BKJIOYas JAEUCTBUSA
KOMIIBIOTEPOB) U  CIy4alHbl, ONPEAEISAIOTCS HECKOJIbKUMH KOMIIOHEHTAaMH (COCTOSHUSIMU
KOMIIBIOTEpPAa) B KaXIbli MOMEHT. PaHee, 1o omnpeneneHU0 aBTOPOB, BOZHUKHOBEHUE SIBJICHHN
TOJBKO JUII CUCTeM €  OOJbIIMM  KOJMYECTBOM  KOMIIOHEHT  Ha3BaHO  3(pQeKToM
«MHO>XECTBEHHOCTH». CaMo€e Majioe 4YuClo, BBI3BIBAIOIIEE TAKOE SIBJICHUE, HAa3BAHO NOCTOSHHOM,
CBSI3aHHOW C 3TUM siBiIeHUeM. Takxke pa3paOoTaH aJIrOPUTM Ul ONPEAETICHUS BO3HUKAIOIIMX
3aKOHOMEPHOCTEHN.

KnroueBble cioBa: MOPAJOK, XaoC, HUPree, MHOXKECTBEHHOCTb, 3(PQEKT, SBICHHUE,
muddepeHranbHOe ypaBHEHHE, PA3HOCTHOE YpaBHEHHE.

1. Introduction
Processes of generation of order from chaos are considered in the paper. We

propose to call them irgd6-type processes by the name of the first such process of
local diminishing of entropy due to dissolving of energy mentioned in literature [1].
We distinguish main features of such processes: they are real (including running
computers), random, are defined by some components (states of computer) at each
moment.

Remark 1. Considering a computer as a real object and computer presentations
as real processes was noted in [2].

Remark 2. Our as well as other authors’ “Definitions” below are not strongly
mathematical because they mean real objects and processes.

Remark 3. Discoveries of new "phenomena" and “effects" used to be
sufficient steps in developing science but there were not definitions of these notions
before our publication [3]. We gave corresponding definitions and examples,
proposed methodic to search new “phenomena” as consequences of “effects”.

Remark 4. Differential equations (excluding some simplest ones) are not
“processes” in our sense because differential equations in general cannot be “solved”
to detect any “phenomena”. Because of instability difference equations

approximating differential ones can have other properties.
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Remark 5. Difference equations (excluding some simplest ones) are not
“processes” in our sense because they in general cannot be “solved” to detect any
“phenomena”. Because of computational errors and instability numerical experiments
with them can give other results.

Hence, a program run on a concrete computer only is a “process”.

In this paper we consider consequences of the irg6o, or “self-ordering” effect.

Section 2 contains necessary definitions.

Section 3 presents definition of effect of numerosity.

There are examples of some known processes in Section 4 and processes
presented on computers in Section 5.

In Section 6 we propose an algorithm to detect a pattern.

2. Definitions

We proposed [4] (improved)

Definition 1. Consider a set of “states”. States are “homogenous”, uniformly
bounded and uniformly bounded from below in any sense.

11) There is possibility of passing from each state to each other state.

A “possible” process is a (discrete or continuous) sequence of states meets the
following conditions.

I2) The process is random and is caused by incoming ‘“purposeless,
homogeneous” energy and amount of leaving energy (heat) is approximately equal to
one of incoming energy.

Hypothesis 1. If 13) the states have “infinite” components or “sufficiently
many” components
and 14) entropy of incoming energy is sufficiently large than one of leaving energy
then entropy of states decreases while the process.

It is known that decreasing of entropy is equivalent to arising of ordering.

If such ordering is detected in any way then the process is said to be an irg6o-
type process.

There are known
15



Definition 2 [5]. Adissipative systemis a thermodynamically open
system which is operating out of, and often far from, thermodynamic equilibrium in
an environment with which it exchanges energy and matter.

Definition 3 [6]. Synergeticsis an interdisciplinary science explaining the
formation and self-organization of patterns and structures in open systems far
from thermodynamic equilibrium.

Our Definition 1 is more general. Firstly, items 11), 12) and 13) are not
announced but are meant in Definitions 2 and 3.

Secondly, Definitions 2 and 3 mention “thermodynamic equilibrium”, i.e. they
include states composed of microparticles (moleculas and atoms) only and do not

take in account states composed of macroparticles such as irgoo (see 4.1 below).

3. Effect and constants of numerosity

The law of large numbers can be considered as some phenomena in statistic.

Supra, by our definition, appearance of phenomena in systems only with large
number of components was said to be the effect of numerosity.

We found some phenomena due to this effect not related to statistic.

We proposed a definition of constants related to this effect and estimated two
of them [7].

Definition 4. Appearance of phenomena in systems only with large number of
components is said to be the effect of numerosity.

Definition 5. If a phenomenon occurs less often for number of components less
than N and does more often for number of components greater than N then the

number N is said to be the constant of numerosity for this phenomenon.

4. Examples of some irgoo-type processes with infinite states
4.1. Irgoo-type process. States are various arrangements of steady balls of
different sizes of same material in a wide symmetrical vessel.

The is random vibration of the vessel.
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The phenomenon is "migration of the biggest one to the center of their
surface."

Remark 6. This experimental fact is too difficult to be proven by any
mathematical model but can be corroborated by numerical experiments, see 5.1
below.

4.2. Rayleigh-Bénard convection. States: planar horizontal layer of fluid with
various temperature and motion in various points in a (large flat) vessel.

The process is changes in fluid while the vessel is heated from below.

The phenomenon is formation of approximate regular right hexagonal prisms
(Bénard cells).

4.3. Belousov—-Zhabotinsky reaction. States: liquid mixes of certain chemicals.

The process is a sequence of chemical reactions.

The phenomenon is non-periodical random changing of two colors of liquid.

4.4. Phenomenon of shaker segregation of loose materials in vibrating vessels
[8].

5. Examples of irgoo-type processes on computer

5.1. Computer presentation of a process similar to irg66 process [1].

The program was built as follows.

The cylinder of radius 1 was taken as a vessel. Let a (large) natural number n
and (small) positive radiuses r; > r, >...2>r, be given.

If a set of n points {(X, Y« z): k=1..n} =R *fulfills the conditions

1) ri <z, X+ Y ’< (I-r )*for all k in 1..n (all balls are in the vessel);

2) (% — X; )+ (V— Y5 )°+ (ze—1z; )>> (r; + ry )*for all k =j in 1..n (the balls do
not overlap) then such set is said to be admissible.

A (short) vector {u, v, w} (w<0) is said to be admissible for a given admissible
set of points and a number k in 1..n if the set obtained by means of changing the k-th
point to the point (x+u, ytv, z+ w) is admissible too. Such passing from one set of
points to a new set of points is said to be an admissible shift.

While it is possible, in the obtained admissible set of points execute random

admissible shifts.
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Foe instance, we chose n=50 and r,=0.3—-0.01k, k=1..19; r,=0.1, k=20..50.

Some runs of this program confirmed Hypothesis one and gave the constant of
numerosity N ~ 50.

5.2. A constant related to self-ordering of electrical charges

We searched self-ordering of discrete electrical charges in viscous media [3].
Motion of equal, repelling by the Coulomb law electrical charges from a random
initial distribution on a topological torus formed a final regular grid was modeled by
computer.

Motion of N electrical charges can be described by a system of N two-
dimensional differential equations. These differential equations were approximated
by a system of difference equations.

The following program with graphical demonstration of the initial distribution
and of the final one was written in pascal (with N=256).

program sabina; uses crt, graph;
var hxy,vx,vy,dx,dy,dxy,dxyl1,hxyl,z,z2,xj,yj,dxy2,dxyd: double;
1,J,nxXy,it,nt,np,ihand,n_time,ik: longint;
var drv, mode,f,n: integer; x,y:array[1..300] of double;
xn,yn:array[1..300] of integer;
begin {main} drv:=0; mode:=VgaHi; InitGraph(drv,mode,'c:\tp\bgi");
randomize; SetTextStyle(0,0,2);

OutTextXY (30,20,'Repelling 256 electrical charges on torus");
OutTextXY(100,40,'(Wait a little)"); z:=700.; z2:=z/2.0;

np:=10; {nt:=500*n_time;} hxy:=1.0; hxyl:=hxy; nt:=1000; nxy:=256;
for ik:=1 to nxy do begin x[ik]:=z*random; y[ik]:=z*random;
xn[ik]:=round(x[ik]); yn[ik]:=round(y[ik]);

Setcolor(green); circle(xn[ik]+80,yn[ik]+70,2); end;

for it:=0 to nt do begin {it} if it>np then hxy:=2.0*hxy1; if it>2*np then
hxy:=4.0*hxy1;

for i:=1 to nxy do begin {i=ix} vx:=0.; vy:=0.; for j:=1 to nxy do

begin if j<>i then begin
18



Xj:=x[j]; if Xj>x[1]+z2 then xj:=xj-z; if Xj<x[i]-z2 then xj:=x]+z;
yi:=y[il; if yi>y[i]+z2 then yj:=yj-z; if yj<y[i]-z2 then yj:=yj+z;
dxy2:=sqr(x[i]-xj)+sqr(y[i]-yj)+1.;
dxyl:=z/(dxy2*sqrt(dxy?2)); if dxyl<sqgr(z)/nxy*0.5 then begin
dx:=(x[i]-xj)*dxy1; dy:=(y[i]-yj)*dxyl; vx:=vx+dx; vy:=vy+dy; end; end; end,;
X[i]:=x[i]+vx*hxy; if x[i]>z then x[i]:=x[i]-z; if X[i]<O0. then x[i]:=x[i]+z;
yli]:=y[i]+vy*hxy; if y[i]>z then y[i]:=y[i]-z; if y[i]<O. then y[i]:=y[i]+z; end {i=ix};
for ik:=1 to nxy do begin xn[ik]:=round(x[ik]); yn[ik]:=round(y[ik]) end; end {it};
Setcolor(white);
repeat for ik:=1 to nxy do begin circle(xn[ik]+80,yn[ik]+70,8);
circle(xn[ik]+80,yn[ik]+70,6); circle(xn[ik]+80,yn[ik]+70,4);
circle(xn[ik]+80,yn[ik]+70,2) end,
delay(100); until keypressed; end.

Runs of this program found the constant of numerosity N ~ 110.

Also, when the number of charges is a square of even number then the grid is
square in most of experiments; when it is a square of odd number then the grid is

triangular in most of experiments.

6. An algorithm to detect patterns

For detecting patterns in Example 5.1 we propose

ALGORITHM 1. Let a finite set of K points {z[1].. z[K]} in a locally being R"
space be given.
A) Found the minimum M:=min{|z[i] —z[j]|:1<i<j<K}.
B) Choose a constant M., >M and close to M and calculate numbers of points
Ni:=card{i:M<| z[i]z[j]| M.}, i=1..k.
C) If most of numbers N; are equal (let their common value be N) then a pattern
exists.
For example, in R% if N=3 then a hexagonal grid exists;
iIf N=4 then a hexagonal grid exists;

If N=6 then a triangular grid exists.
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Conclusion
We hope that proposed definitions would yield new phenomena in reality and
in computational experiments and constants of numerosity would be found for other

real and virtual processes.
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SEARCH IN MULTIDIMENSIONAL SPACES AND GENERALIZATION
OF TIKHONOV’S THEOREM
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Considered the task on extracting information from evident presentations of unknown
objects in kinematical topological spaces on computer. For this purpose well-known Tikhonov’s
theorem on continuity of reverse function for bijection with compact domain is generalized to
surjections. Some examples of applications of this theorem are given.

Key words: topological space, multidimensional space, kinematical space, continuous
function, motion, Tikhonov’s theorem.

Makanana KOMIBIOTEp/IE KHHEMATHKAIbIK TOMOJOTHSUIBIK MEHKUHIAUKTEpJE Oenrucus
OOBEKTTEPINH BU3YaIIbIK KOPYHYIITOPYHOH KEPEKTYY MaalbIMaTTap/Abl ajlyy MacellecH Kapajar.
Omron MmakcaTTa aHBIKTOO aiiMarbl KOMIAKTTHIK OONTOH Ouekius Y4yH THXOHOBAYH TecKepu
(YHKIMSACBIHBIH Y3TYJITYKCY3IYTY KOHYHIOTY OCITHIIYY TEOPEMachl CIOPBEKIUATA JKaJIbUIaHTaH.
Byn TeopemManbl Ko10Hyyra Mucaniap KeITHPUITEH.

YpyHTTYy ce31ep: TONOJOTUSIBIK MEHKUHIUK, KOIl eI4eMAYYy MEHKHHIUK, KUHEMaTu-
KaJIbIK MEMKUHAMK, Y3TYATYKCY3 QYHKIHS, KBIAMBLIA00, THXOHOB TEOPEMACHI.

B cratbe paccmarpuBaercss 3ajaya  M3BICYCHUA HMHQOpPMAIMM M3  HATJIATHBIX
MPEJCTaBICHUH HEM3BECTHBIX OOBEKTOB B KMHEMATHYECKHUX TOMOJOIMYECKHX MPOCTPAHCTBAX Ha
koMmrbroTepe. C 9Toi 1enblo U3BeCTHas TeopeMa THXOHOBA O HEMPEPHIBHOCTU OOPaTHOM (QYyHKIIUU
Uiss OMEeKIMH C KOMITAKTHOW 00JacThio ompezeneHust 0000IIeHa Ha CIOpbheKIuH. [IpuBeneHs!
IPUMEPHI IPUMEHEHUS 3TOU TEOPEMBI.

KnroueBble  cil0Ba:  TOMOJOTMYECKOE IPOCTPAHCTBO, MHOTOMEPHOE IPOCTPAHCTBO,
KHHEMaTH4YeCcKoe MPOCTPAHCTBO, HeMpephIBHAsA (DYHKIINS, IBHKEHHE, TeopeMa THXOHOBA.

1. Introduction
The paper deals with the general problem to obtain any information about an

object x by results y of remote “observing” it (certainly, y depends on X
continuously).

The main result on possible correctness of such problem was obtained by
Tikhonov: if the space of possible objects x is compact and different x’s generate
different y’s then the reverse function restoring x by y is continuous.

Meanwhile sometimes we need not the whole object x but any information on
it. This paper deals with it.

The second section presents the theorem on extraction of information.

Definitions for motion in virtual spaces are given in the third section.
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The fourth section contains examples on application of this theorem.
This result was published briefly [6].

2. Theorem on extracting information

We will consider metrical spaces only.

Tikhonov’s

Theorem 1 [1]. If X is a compact space and f : X — Y is a bijection and
continuous then the inverse function f*: Y — X is continuous.

This theorem is used to prove correctness of inverse problems where X
contains “hidden” objects, Y does observable ones and f is a kind of projection or
integration.

But sometimes f is not an injection. One the other hand, not elements
themselves of X but some their features are needed.

Let these features be expressed in a continuous function P: X — Z where Z is a
space of “’features”.

Theorem2. If
1) X is a compact space;

2) f: X =Y is asurjection and continuous;
3) (f(xy) =1(x2)) = (P(x1) = P(x)) then the assertion (7 e X)((y = (X)) A(z = P(x))
defines a continuous function g:Y — Z.

Proof. Let yg € Y. Due to 2) (o € X)(Yo = f(X0)) and (Fzo € Z)(zo = P(x0)).
Hence, the function g is defined.

Further, if (Yo = f(x1)) 2 (Yo = f(Xx2)) then P(x1) = P(x,) by 3).

Hence, the function g is defined uniquely.

Suppose that (*) there exists such sequence {x, : k = 1,2,3,...} < X that the

sequence

{yx :=1(x): k=1,2,3,..}
converges to Yy, but the sequence

{zx =P(xy) : k=1,23,..}
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does not converge to z,.

Then there exists such &> 0 that any infinite subset Z; of the set {z, : k =1, 2,
3, ...} isout of E, := (&-neighborhood of zy).

Consider the corresponding subset X; of the set {x.: k=1, 2, 3, ...}.

By 1) there exists a subset X, < X; converging to any x’e X. Then the
corresponding subset Z, < Z, converges to z’ .= P(x’) being out of E,,.

Hence, P (x )= P(Xo). But f(x’) = f(xo).

Therefore, the assumption (*) has implied a contradiction. Consequently, the
function g is continuous. Theorem is proven.

We proposed [2], [3] motion of lengthy objects in kinematical spaces. Different
positions of same objects can give equal projections. But if we are interested in
detecting other features of these objects then Theorem 2 yields possibility for it by

projections.

3. Survey of axiomatization of motion in spaces with bounded velocity
As a codifying the ancient idea of controlled motion with bounded velocity, the
notion of kinematical space was introduced [2]. Briefly,
Definition 1. A computer program is said to be a presentation of a computer
kinematical space if:
P1) there is an (infinite) metrical space X of points and a set X; of display-
presentable points being sufficiently dense in X;
P2) the user can pass from any point x; in X; to any other point x, by a sequence
of adjacent points in X; by their will;
P3) the minimal time to reach x, from x; is (approximately) equal of the minimal
time to reach x, from x;.
The space X is said to be a kinematic space; the space X; is said to be a
computer kinematic space; this minimal time is said to be the kinematical distance

px between x; and x,; a sequence of adjacent points is said to be a route.
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If there exists a kinematic consistent with the given metric then the metric space
Is said to be kinematizable.

We proposed more general definition [3], [4], [5]. We considered the practical
task. Let there be a thing and obstacles. It is necessary to move the thing to another
place. Is possible? If yes then in what minimal time it can be done?

Definition 2. There is a family P of connected subsets of the set X (we will call
them passes); each pass has the positive length (time) and a family Q of connected
subsets of the set X (we will call them things).

(It means that a thing moves along a pass).

The space X is said to be a generalized kinematic space.

(G1) For each x e p eP there exists such qeQ that x € g [a thing can be in each
place of a pass].

(G2) For each x; # X, eX there exists such pass p P that x;, x, €P and the set of
lengths of such p is bounded with a positive number below; this infimum is said to be
the generalized kinematical distance px between points x; and x,.

(G3) For each q; = g, €Q there exists such pass p P that q;, g, €P and the set
of lengths of such p is bounded with a positive number below; this infimum is said to
be the generalized kinematical distance px between things p; and p..

(G4) If X1, %, ep; and X, , X3 €p, then there exists such pass p; eP that x; , X, X3
eps and length(ps) <length(p;)+ length(p,).

If (G5) For each x; #x, X there exists such pass p;, eP that length(p12) =ox (X1
, Xo) then the generalized kinematical space X is said to be flat (with respect to P).

If there exists a generalized kinematic (families P and Q) consistent with the

given Hausdoff metric for Q then the metric space is said to be K-kinematizable.

4. Examples of extracting information
These examples are illustrative.
Example 1. Let X be the set of segments on a plane with Hausdorff metric,

Y:=R.? Z:= R, ; f(x):={length of projection of x on the abscissa, length of projection
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of x on the ordinate}; P(x) is the length of x.

Then, by Theorem 2, a continuous function g: Y — Z exists. Hence, the length
of a segment can be found by its projections although the segment itself cannot be
found.

Example 2. Let X be the set of segments in R." with Hausdorff metric, Y:=R.",
Z:=Ry;

f(x):={length of projection of x on the x;-axis, length of projection of x on the
Xp-axis, ..., length of projection of x on the xy-axis},

P(x) is the length of x.

Then, by Theorem 2, a continuous function g: Y— Z exists. Hence, the length
of a segment in R." can be found by its projections although the segment itself cannot
be found.

Example 3. Let X be the set of linear functions of C[-1,1] >R, Y:=R, Z:=R;;
f(x):= j' x(t)tdt ; P(x) is the slope b of the function x(t)=a+Dbt.

-1

1
We have: [ (a+bt)tdt = 2b/3.
-1

Then, by Theorem 2, a continuous function g: Y— Z exists. Hence, the slope
of a linear function can be found by an integral of it although the function itself

cannot be found.

5. Conclusion
We hope that the new definitions in this paper would provide more effective

ways of investigation of unknown objects in virtual and real spaces.
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ALGORITHM TO INVESTIGATE LINEAR VOLTERRA INTEGRAL
EQUATIONS WITH PROPORTIONAL RETARDING OF ARGUMENT

V.T. Muratalieva
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Supra the author constructed and implemented the following algorithms on a computer.
Given an equation of Volterra type with power coefficients by integral summands, the algorithm
presents data to detect existence of solutions and occurrence of arbitrary constants in it; also, given
an equation with a coefficient, specific values of the coefficient are found. In this paper such items
are considered for integral equations with proportional retarding of argument.

Keywords: integral equation, unbounded domain, Volterra equation, algorithm, analytical
function.

Mypnaa, aBTOp TOMOHKY alrOpUTMIEPAM TY3YI KaHa KOMIIBIOTEPHE JKY36re AallbIpras.
Hapaxanyy keOeWTYHAYJIYYy MHTErpajbIKk KOUIylIyydylapsl Oap TeHaeme OepunreH. Tenuemene
Y4YYH @QJITOPUTM YbITapbUIBIIIBIHBIH JKAalIOOCYH aHBIKTOO JKOJIyHa MYMKYHIYTYH >KaHa aHja
Kaajaranjail TypakTyy caH 0ap SKEHIUTHMH aHBIKTOO YYYH MajbIMarThl OepeT. OHIOHI0N 31
KO3 QHUIHMEHT MEHEeH TeHJieMe CyHYyIITalrad, Oyn TeHaeMene Ko3hGUInueHTTuH e3re4e MaaHUCHH
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Tabyy, aHanu3ee Mmaceinecu Kapaiar. bynm makamaga Oyn CBIKTYY Maceneliep apryMEHTUHUH
KEUUTYYCY IPOMOpUUsITYy OOJITOH HHTETPANIABIK TEHIEMENEp YUYH Kapanar.

YpyHTTYY ce3aep: HHTerpalAbIK TeHIeMe, YeKTen0ereH aitmak, Bonbreppa Tubunaeru
TEHJeMe, ITOPUTM, AHATTUTUKAIBIK (DYHKIIKS.

Panee aBTOp mocTpowsia M peayin3oBaja Ha KOMIBIOTEPE CIIEAYIOLIUE anropuTMbl. J[aHo
YPaBHEHUE CO CTEINEHHBIMH COMHOMKHTEISIMA IIPU MHTETPAIBHBIX CIIAra€MbIX, aJITOPUTM
IPEJCTABISIET JAHHBIE JUIA ONPEACIICHUS CYLIECTBOBAHUSA pEIICHUS W HaJIU4Yusil B HEM
MIPOU3BOJILHBIX TOCTOSIHHBIX; TaK)Ke JAaHO YpaBHEHHE € KOX(PQDUIIMEHTOM, HAXOASTCS OCOObIC
3HaueHus kodpduurenta. B naHHoi# cTaThbe Takue BOIPOCHI paCCMATPUBAIOTCS Uil MHTETPAbHBIX
YPaBHEHUH C 3al1a3/1bIBAOIIUM APTYMEHTOM.

KiroueBbie croBa: HHTErpajibHOE ypaBHEHUE, HEOrpaHUUYeHHas 00JacTh, ypaBHEHHUE THIIA
Bonbreppa, anroputm, aHanuTHdeckast QyHKIIHS.

Introduction

Before our publications, we did not find algorithms on conditions of existence
of solutions of Volterra equations with analytical functions. Supra we constructed and
implemented the following algorithms on a computer [1-4]. Given a linear equation
with power coefficients by integral summands, the algorithm presents data to detect
existence of solutions and occurrence of arbitrary constants in it; also, given an
equation with a coefficient, specific values of the coefficient are found.

In this paper such items are considered for integral equations with proportional

retarding of argument.

1. Statement of problem
We will use denotations
R := (-00;,0); Ry := [0; 0); Ry := (0, ©); Ng:={0, 1, 2,3, ..}; N:={1,2,3,..}.

We will use the term “Algorithm” as it is usually understood in Analysis:
arithmetical operations and comparison over numbers in R (for rational numbers this
definition coincides with the strict one).

We will write discrete arguments in brackets to bring denotations nearer to
algorithmic ones and to bypass the common ambiguity of expressions such as ay;,

We will consider equations of type

tu(t)+2btpTu(s)ds: f (1), (1)
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0 < a<1,p20,f(t) is an analytic function, f (0) = 0.

In other words, we consider equations with terms:
at

Integral operators 1 u(t), I u:= ju(v)dv with coefficients btP.
0

There are not two terms with equal p and a in (1).

We will consider given and unknown real-valued analytical functions in the
form

f(t) = f[1]t + f[2]t% +...,
u(t) = w[0] + u[1]t + u[2]% + -
Substituting in (1) we obtain

t(u[0] + u[1]t + u[2]t?) + - + I btP af(u[o]+u[1]s +u[2]s® +..)ds =

= fI10e + f216% + -
t(u[0] + u[1]t + u[2]t? + ---) + 2 btP(atu[0] + a®t?u[1]/2 + a3t3u[2]/3 +
=) = fIAe+ fI2E2 + -
u[0]t + u[1]t? + u[2]t3 + - +
+2 (abu[0]tP* + a?bu[1]/2tP*% + a®bu[1]/3tP*3 + ) =
= fl1]t + f2]t* + - (2)
Gathering coefficients by t, t%, 2 ... terms we obtain a system of difference

equations for u[0], u[1], .... Denote it as (3).

2. Algorithm
We propose the following
Algorithm.
For a human:
1) Input the number (K) of integral operators.
2) Subsequently for k=1..K input:

the non-negative integer number p, (in increasing order);

the rational number a, (0,1] (in increasing order for equal values of py);
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the non-zero rational number b.

For a computer:

3) Portray the integral equation for the functionu t = u[0] + u[1]t+....

By custom, the cases by=-1 and b,=1 are demonstrated individually; the cases
p=0 and p,=1 are demonstrated individually.

4) Estimate the maximal value (mg) of exponents after which the total
coefficients by elder unknowns will be non-zero (see Theorem below);

5) Portray the system (3) for exponents 1.. my+1 of t.

The result is the system of equations for u[0], u[1], ...
There may be “0” or “O*u[k]” in the left-hand sides of some equations.

For a human:
6) Investigate the system of linear algebraic equations (3). What of u 0,

u 1, ... can be found under conditions on f [0], f /1], ...7

3. Main theorem
Theorem 1. There exists such value (mg) of exponents that after it the total
coefficients by elder unknowns are be non-zero.
Proof. | case. p[K]=0. (2) is the following:
u[0]t + u[1]t? + u[2]t3 + - +
+3%_, (a[k]b[k]u[0]t + a[k]?b[k]u[1]/2t* +---) =
= f[1]t + f[2]t% + ---. (4)
t™u[m — 1] + 2X_, a[k]™b[k]u[m — 1]/m = f[m].
If m>m,:=2_ a[k]|b[k]| thenu[m — 1] can be found.
Il case. p[K]=1. (2) is the following:
u[0]t + u[1]t? + u[2]t3 + - +
+ 35 (alk]b[k]u[0]t + a[k]?b[k]u[1]/2t% + ) +
+3%_, (a[k])b[k]u[0]t? + a[k]?b[k]u[1]/2¢3 + -+) =
= fl1]t + f2]t* + . (5)
t"™(m > 1):
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ulm — 1] + 5Zg alk]™b[k]u[m — 1]/m +
+Zk=r, alk]™ ' b[k]u[m — 2]/(m = 1) = f[m].
If m>m,:= ch;ga[k]|b[k]| then u[m — 1] can be found by means of u[m — 2].
The general case is similar to this case.

4. An example of integral equation

We consider the equation

/2

tu(t) — 12 [u(s)ds = f(2). (6)

Here
K=1; p[1]=0; a[1]=1/2; b[1]=-12.
Equation
tu(t) —12* int_0"(1/2) t u(s)ds = f(t).
Substituting:

/2

u[0]t + u[1]t2+...—12 j (u[0]+u[1]s+..)ds = f[1]t + f[2]t%+...

u[0]t + u[1]t%+... —12(u[0]t/2 + u[2]t?/3/4+...) = f[1]t + f[2]t*+..

Hence, a solution exists if f[2] = 0.

5. Conclusion

We hope to construct such algorithms for various classes of integral equations.
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In this work we study some properties of the uniformly Menger space introduced by Lj. D.
Kocinac.

Key words: Uniform space, uniform Menger space, uniformly continuous mapping,
uniformly perfect mapping.

byn wnumuit makanana JI.J[. Kounnar kuprusren oup kansintyy MeHrep MeHKUHAUTMHUH
K33 OMp KacueTTepu U3NIICHUTIET.

YpyHTTYyy ce3aep: bup xaneintyy MeHKMHAMK, OUp KanbTyy MeHrep MeMKUHIUTH, OUp
KaJIBINITYY Y3TYATYKCY3 YarbUIABIPYY, OUp KalbINTYy JKETKUJIEH YarbUIAbIPYYy.

B paGote n3yuyaeTcs HEKOTOpbIE CBOMCTBA paBHOMEPHO MeHrepa mpocTpaHCTBO BBEJIECHHOE
JI.JI. Kounnaiom.

KnroueBpie croBa: PaBHOMepHOE MpOCTpaHCTBO, paBHOMEpHOE MeHrepa MHpOCTPaHCTBO,
PaBHOMEPHO HENPEPHIBHOE 0TOOpaKEHHE, PABHOMEPHO COBEPILICHHOE OTOOpaKEHHE.
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In this article, we study some properties of a uniformly Menger space in the
sense of Lj. D. Kocinac.

Let us recall some of the most important concepts from the theory of selection
principles in topological spaces and uniform spaces and uniformly continuous
mappings.

Let A and B be collections of open covers of a topological space X. The
symbol S, (A,B) denotes the selection hypothesis that for each sequence {U_ :ne N}
of elements of A there exists a sequence {V,:ne N} such that for each n,M_ eU,
and {M, :neN}eB [3], [4].

The symbol S, (A, B) denotes the selection hypothesis that for each sequence

tin
{U,:ne N} of elements of A there is a sequences{V.:ne N} such that for each

n e N,V, is afinite subset of U, and [ JV, is an element of B [3], [4].

If O denotes the collection of all open covers of a space X, then X is said to
have the Menger property is true for X [3], [4].

Let « be a cover set of X and L < X a subset. Let
St(L,a)={Aca:AnL=J}. For L={x},xe X, we write St(x,«) instead of
St({x}.«) [1], [2].

For coverings « and g of the set X, the symbol « > means that the
covering « is a refinement of the covering g, i.e. for any Aea there exists Be g
such that Ac B. The set a(x) =uUSt(x,«) is called the star of the point x with respect
to the cover «, and the set «(L) =USt(L,«) is called the star set L with respect to
the covering « [1], [2], [5].

For coverings « and g of the set X, the symbol « ~ g means that the
covering « Iis a star refinement of the covering 4, i.e. for any x € X there exists
B e gsuch that «(x) = B. For coverings « and g of the set X, the symbol ax ~
means that the covering « is a strongly starrefinement of the covering g, i.e. for any

A € « there exists B € g such that «(A) < B [1], [2].
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A sequence {«, :ne N} of coverings of a set X is called normal if «,,, * «,
forany n e N [1].

Let (X,U) be a uniform space. Each uniformity U on a set X naturally
generates some topology z, on X . The topology ¢, is called the topology generated
or induced by the uniformity U . If an X is a Tychonoff space and a uniformity U on
a set X induces the original topology X, then U is said to be a uniformity on a
Techonoff space X .

By U, we denote the universal uniformity of a Tychonoffspace X .

A uniform space (X,U) is called precompact if it has a base consisting of
finite coverings. A uniform space (X,U) is called X,-bounded (or pre-Lindel6f), if it
has a base consisting of countable coverings. A uniform space (X,U) is called
completely bounded if for any a € U there exists a finite set M < X such that
a(M)=X [1], [2]

A map f: X — Y of a topological space X into a topological space Y is
called perfect if it is closed and densely compact, then the preimage f *y of each
point of y eY is compact. A mapping f:(X,U)—(Y,V) of a uniform space
(X,U) to auniform space (Y,V) is called precompact if, for any « € U, there exists
a finite cover y euU and a cover geV such that f'gAy>=a. A map
f:(X,U)—(Y,V) of a uniform space (X,U)into a uniform space (Y,V)is called
uniformly perfect if it is precompact and perfect in the topological sense [1].

The uniform space (X,U) is uniform Menger space, if for each sequence
{a,:neN}cU there is a sequence {f,:ne N} such that for each ne N g, is a

finite subset of «,and | J B, is a cover of X, i.e. for each sequence {¢, :ne N}cU

neN

there is a sequence {A, :n e N} of finite subsets of X such that X = U St(A,,«,) [3].

neN

Proposition 1. If a Tychonoff space X possesses the Menger property, then

the uniform space (X,U) possesses the uniformly Menger property, i.e.is a

uniformly Menger space.
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Proof. Suppose that a Tychonoff space X has the Menger property and
{a, :neN}<U is a sequence of uniform coverings. We put {«, :n e N} where (a,)
is the interior of «,. It is clear that {&, :neN}cU. Since a Tychonoff space X
possesses the Menger property, for a sequence of open coverings {¢, :ne N} there
exists a sequence {£,:ne N} such that for each n € N, g, is a finite subfamily of

a, and [ J B, is an open cover in X. Consequently, (X,U) is a uniformly Menger

neN

space.

However, if a uniform space (X,U) is a uniformly Menger space, then its

topological space does not necessarily have the Menger property. For example, let X

be a non-Lindeldf topological space. Then the uniform space (X,U ), where U is a

precompact uniformity, is a uniformly Menger space, but its topological space X is
not a Menger space.

Proposition 2. Any precompact space (X,U) is a uniformly Menger space.

Proof. Let (X,U) be a precompact uniform space and {¢, :ne N}cU be an
arbitrary sequence of uniform coverings.Then for any n € N there is a finite uniform
cover B, € U such that g, > «,. It is easy to see that «? is a finite subcover of the
covering «, forany n e N, thatis, {&,} is a sequence of finite covers.Also, it is easy

to see that  J o, forms a cover for X . Consequently, (X,U) is a uniformly Menger

neN

space.
Proposition 3. Any uniformly Menger space is ¥,-bounded.
Proof. Let (X,U) be a uniformly Menger space and « € U an arbitrary

uniform cover.Put {&, :neN}, where «, = a for any ne N. Then there is a

sequence {4} such that g, is a finite subfamily of «, and |, is a cover.The

neN

cover |JB, is countable as the union of countable many finite subfamilies.

neN

Therefore, X is ¥, -bounded.
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Proposition 4. A Tychonoff space X is a Menger space if and only if (X,U,)
Is a uniformly Menger space, where U, is a universal uniformity.

Proof. Necessity. Let X be a Menger space. It is laconic that (X,U,) is a
uniform Mengerspace. Let {&, :ne N} be a sequence of open uniform coverings.
Then there is a sequence {5, :ne N} of open families such that for any n e N ,

there is a finite subfamily for «, and [ J 8, an open cover. Hence, (X,U,) is a

neN

uniformly Menger space.

Sufficiency. Let (X,U,) be a uniformly Menger space and {¢, :ne N} is a
sequential open cover.Since U, is a universal uniformity, then {&, :neN}cU,
.Then there is a sequence {S, :ne N} such that for any n € N g, is a finite subfamily

of «, and [ J B, is an open cover of X . Therefore, X is a Mengerspace.

neN

Theorem 1. Under uniform perfect mappings, the Menger property is
uniformly preserved in both directions.

Proof. The preservation of the properties of the uniformly Menger property
towards the image is actually contained in the theorem in (see [3], p. 131). Now let us
prove that Menger uniformly preserves the property towards the preimage.Let

f:(X,U)—(Y,V) be auniformly perfect mapping of a uniform space (X,U) into a
uniform Mengerspace (Y,V) and {«,:neN} an arbitrary sequence of uniform
coverings of the spaces (X,U). Since f is uniformly perfect, for any
a, €{a,:ne N} there exists a finite uniform cover y, € U and a uniform cover
B, eV, 78 A4, = «,. Put {8, :neN}. Then for a sequence {#,:ne N}V of
uniform covers there is a sequence {J,:ne N} such that for any n € N ¢, is a finite

subfamily of s, and | J &, is a cover of (Y,V). Then forany n e N f's, is a finite

neN

subfamily for s, and [ J f 5, is a cover of the spaces (X,U). Note that for any

neN

neNf7's, Ay, = u, is afinite subfamily of «, and |, is a cover of (X,U).

neN

Consequently, (X,U) is a uniformly Menger space.
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Supra, the author proved existence of “special® solutions of initial value problems for
dynamical systems: scalar differential equations with small delay of argument and corresponding
difference equations. In the paper existence of “special“ solutions is proven for 2-vector differential
equations with small delay of argument and corresponding systems of difference equations is
proven.

Keywords: finite-difference equation; differential equation with retarded argument; system
of equations; special solution; initial problem; asymptotic. dynamical system, solution, differential
equation with delay, difference equation, initial value problem.

Mypaa aBTOp TOMOHKYIOM AMHAMMKAIIBIK CHCTEMalap Y4yH OamlTarkbl MacesesepAuH
«aTalblH» YbIFapbUIBIIITAPBIHBIH JKAIOOCYH JAIMIACAN. CKAIAPAbIK, ApTyMEHTHMHHH KEUHUTYYCY
kuanHe 00nroH muddepeHnnanapK TeHAeMeIep MEHEH Jall KeNreH albipma TeHaemenepu. by
Makanajga <«aTalblH» YbITapbUIBIILITAPBIHBIH JKAIIOOCY 2-BEKTOPAYK apryMEHTHHHMH KEUUTYYCY
KMUnMHE O0JroH auddepeHuraniblk TeHIEeMelep MEHEH Jai KeiareH aiblpMa TeHAeMelepu
cUCTeMajapbl YUYH JaJIUJIIECHIN.

YpyHTTYy ce31ep: AWHAMUKAIBIK CHUCTEMa, YbITapbUIbII, KEYHUTYYdy apryMEeHTTYY
muddepeHIHanIbIK TeHAeMe, alblpMa TeHAeMecH, OalTanksl Macene.

Panee aBTOp MOKa3ana CyIIECTBOBAHHUE «CIELHAIBHBIX» PEIICHUN HAa4YaJIbHBIX 3a1ad MJIsd
JUHAMHYECKUX CHCTEM: CKaJSpHBIX MU((depeHIHaTbHbIX YpaBHEHHI ¢ MalbIM 3ama3blBaHHEM
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apryMeHTa U COOTBETCTBYIOIIMX DPA3HOCTHBIX ypaBHEHU. B craThe N0OKa3aHO CyIIECTBOBaHUE
«CTIEUUANBHBIX» peUeHU Uisi 2-BEeKTOPHBIX AU @epeHIuanbHbIX ypaBHEHUH C  MajbIM
3aras/ibIBaHuEM apryMEHTa U COOTBETCTBYIOIIMX CUCTEM PAa3HOCTHBIX YPaBHEHUU.

KiroueBbie cioBa: AMHAMHMYecKas CUCTeMa, pelieHue, auddepeHnnanbHoe ypaBHEHUE ¢
3aras3/ibIBaloLIMM apryMEHTOM, Pa3HOCTHOE YpaBHEHME, HayallbHas 3a/a4a.

1. Introduction

Formerly, in order to conduct the in-depth study of differential equations with
delay, the author proposed the method of splitting the solution space reducing such
equations to the systems of operator-difference equations. Using this method, the
author assumed new conditions, i.e. the absolute domains for coefficients sufficient
for the existence of special (slowly changing) solutions, and proved the presence of
approximating and asymptotically approximating properties in them, as well as the
asymptotic one-dimensional space of solutions of the initial problems for linear scalar
differential equations with small delay of argument and the corresponding difference
equation systems (special solutions correspond, to the solutions with a slowly
changing first component and a relatively small second component). For the purposes
of the single-point representation of the obtained results and other data related to the
theory of dynamic systems (the distance between the solution values tends to zero
alongside the unlimited increase in argument), throughout this research paper the
author uses the concept of the asymptotic equivalence of solutions for dynamic
systems, as it was introduced by the author in their previous papers.

This paper proves existence of “special® solutions is proven for 2-vector
differential equations with small delay of argument and corresponding systems of
difference equations.

In order to provide solution of the initial problem for a linear differential
equation with a limited retarded argument, some sources, including the book [1] and
research papers [2] and [3], discuss the conditions when there exists such one-
dimensional sub-space of solutions (referred to as special), so that any solution tends
to increase its argument towards one of the special solutions. The review of such

academic sources is given in the research paper [4].
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The book [5], it is illustrated that using the differential equations with small
argument retardation and the technique of splitting the solution space, it is possible to
enable their transformation into the systems of operator-difference equations with
preservation of their specifics. Thus, the new conditions ensuring the existence of
special (slowly changing) solutions are obtained, their possession of approximating
and asymptotically approximating properties is defined, as well as the asymptotic
one-dimensional solution space of initial problems for linear scalar differential
equations with small argument retardation and corresponding difference system of
equations (special solutions correspond to the solutions with a slowly changing first
component, and a relatively small second component).

Section 2 introduces the required definitions and denotations.

Section 3 presents the theorem on existence of special solutions of systems of
difference equations.

Section 4 presents the newly found conditions for 2-vector differential

equations with retarded argument.

2. Denotatons and definitions

Let us denote as follows: No = {0,1,2,3,...}, N = {1,2,3,...}, R = (—0,0),
R.=[0,20), R.+=(0,20), l,- nxn as identity matrix, neN; C"¥D is the space of
functions u: D—»R™ continuous with the derivatives till the order k; D is the domain
inR, 0D, meN, keNy; C*™™D is the sub-space of functions meeting the condition
u(0)=0R™. m=1 and k=0 shall be neglected.

For the purposes of the uniform representation of problems with continuous
and discrete time, it shall be assumed that the argument of the desired function t
belongs to quite an ordered set A, possessing its smallest element (herein referred to
as 0), but still not possessing any largest element. Normally, A=R. or A=N, are
employed.

This paper discusses the initial problems only. Assuming that the initial

problem always has some solution, then the solution is the only and global one, and,
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thus, it covers the entire set A; so, then the space of solutions of any particular
dynamic system with the entry condition ¢ may be regarded as the operator
W(t,p): AxD—Z, with @ being the topological space of the initial conditions, and Z
being the topological space of the solution values. In the case of A=R.. let us assume
that W(t, ) is continuous with respect to t.

The following types of space shall be discussed herein, i. e.@and Z: linear one-
dimensional (R); linear multidimensional (RY); Banach.

Definition 2. The following relation of equivalence to space @ is said to be
asymptotic equivalence: If Z is a Banach space, then

(@1 ~@2) S(IM{ [[W(E, 1) -W(t, @)z t—>oc}= 0).

Exponential functions are commonly used as comparison functions.
Consequently, we introduced

Definition 3. The following relation of equivalence to space @ is said to be A-
exponential asymptotic equivalence (1eR.+): If Z is a Banach space, then

(1~ @2) = (sup{ [|W(t, 1) -W(t,@,)||zexp(A1): teA}< o).

Definition 4. Solutions to W(t,p), p @, are referred to as special solutions, if

1) (Wi eA) (V1€ Z) (T € Do)(W(ts, p1)=21);

2) (1> 0)(Vp,, p, ePy)(Vty,t, €N)

(W (t1, @) = W(ts, )| 2 [[W(tz, @) — W (L2, @,)|lexp(=Alt; — t;])).
Consequently, space @, for special functions possesses dimensions of space Z

(as opposed to the entire space @).

3. System of difference equations

Consider the system of difference equations

Xn+1 1 + a11,n a12,n a13,n Xn
You |= A1 n 1+ Qip Ayun || Yo | N= 0,12,... (1)
zn+1 a31,n a‘32,n a"33,n Zn
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X, Xo0.0
with the initial condition [y()]: Yoo | Where x,, and y, are scalars and z, are

Zy Zyo

elements of a Banach space B, a;;, are corresponding linear operators. Denote
d: = sup{||a;j|l:i,j,n}.

Define the norm max in the space R*xB.

Theorem 1. If d<” 3— 18 then there exist such (special) solutions {X,, Y5 ,Z} to
the system in (1), so that

(7 eN)(TH{Xn, Yo I 272" 11Zal [ WX, Yo HI)- (2)

Proof. Let [[{Xo0, Yoo }||=1, Zoo=0.

For brevity of writing, we will consider pass from n=0 to n=L1.

Without loss of generality, Xo=1, |Yo|<1.
X121 Xo -aur] Xo —|awz|- |Yo |- |lass||{|Zo|]21-1-d -1 -d -1-d -w = 1-(2+w)d;

121 [1<"1aa1| Xo +[azz|- [Yo |+|lass||[Zo][<d -1+d -1+ d -w =(2+w)d.
It must be 1— (2+w)d >7_ ; (2+w)d <w7_ . Hence, (1—(2+w)d)w > (2+w)d.
dw?+(3d—-1)w+2d<0. (3d-1)?-8d*=0. d*~ 6d+1=0.
do=3— (9-1)=3-2.824...=0.175...
Theorem is proven.
Also calculate the constants wo: w?+(3—(3+ 18))w+2=0.
W2— V8 w+2=0. wy =12.
1n-0=1— (2+W)de=1— (2+12) (3-212)= 1—6-312+42+4=12-1.

4. 2-vector differential equation with retarded argument
Let us consider an equation:
w(t)=P()w(t-h) (heR:.), teRy, (3)
where w(t) is the unknown 2-vector-function, and P(t) is the given continuous 2x2-
matrix-function respectively, with the initial condition:
w(t)= ¢(t), te [-h,0], 4)
where ¢ (t) is the given continuous 2-vector-function.
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It is well-known that the initial problem (3)-(4) is equivalent to the following

system of equations for functions Un(t) eC*Y[-h,0], n eNo:

Uo() = So(@ ())(®):= p(0) + [ P(s+h)p(s)ds;

Upi1(8) =S, (U, ())(t):=U,(0) + Jt‘ P(s+nh+h)U (s)ds,neN,. (5)

In [7], the author proposed the following method: let us consider the space
C*W[-h,0]=R*xC*[-h,0] as Cartesian product of space of functions-constants equal
to R?, and the space ©2=C**“[-h,0], namely U,(t)=X,+Yx(t).

Let us denote that

P,(7) = P(t+nh+h).
Consequently, the shift operators equal to the value of h in (5) shall be given in

the following way:

Up+1F2Zn+1(8) = Sp(Un + 2,()) (@) = Uy +2,(0) + :t[ P.(s)(u, +2,(s))ds =
= U, + } P.(s)(u, +z,(s))ds +an (s)(u, +2z,(s))ds =
- [j P.(s)ds + lz)un +_f P ()2, (5)ds + [P, (5)ds U, + [P,(9)2, (s, (6)
Let us denote (a 2x2-matrix) a, := j P(s)s+1, (vector functional)
bnz() = _TP” (5)2(s)ds,, (2x2-matrix-function) c,(t) = jpn(s)ds,

(operator of the function) d,z(-)(t) = an(s)z(s)ds. (7)

Then, the system in (6) is modified as follows:

Ups41 = AUy + bnzn(')r
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Zny1(t) = (O up+dyz,()(t),n eNj. (8)

Presenting P, (t) = (Bz:((?) S;z: ggj and u,, = G’;) we obtain a system of

type (1).
Theorem 2. If A:= max{sup{|p;j,(t)|:teR,}:i,j = 1,2}h is sufficiently
small then the equation (3) has special solutions:
W(0)=0, [[W(nh)[|<n-"[]W(O)][, neN.
Proof (briefly). Norms of all operators in (7) are estimated by A. Applying of

Theorem 1 completes the proof.

Conclusion
A new class of matrix-functions “with dominance” is distinguished. Some
elements of the main diagonal are close to one, others are small in norm. Such

matrix-functions provide category of dynamical systems with special solutions.
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OPERATIONS OVER FUNCTIONAL RELATIONS

Kenenbaev E.
Institute of Mathematics of NAS of KR

Solutions of some ordinary and partial differential equations have values in some points
connected by functional relations: even, odd and periodical solutions (2 points), Asgeirsson’s
identity for partial differential equations of hyperbolic type (4 points), Vallée-Poussin’s assertion,
Lagrange interpolation polynomial (many points). In the paper operations over functional relations
are proposed and investigated.

Keywords: functional relation, ordinary differential equation, partial differential equation,
solution, operation, algorithm.

Ap KaHJall TUNTETH KaJMMKH KaHa >KeKe TYYyHIynyy nuddepeHranapik TeHaeMenepIuH
YBITBIPBUIBIIITAPBIHIA K39 OMp YEKUTTEpUHIC (YHKIMOHAIIBIK 63 apa OaliIaHpIITap MaaHHIIEP
Oap. Mucaibl, KyII, Tak KaHa ME3THIAYY ublrapbuibimTap (2 uekur), Acreiipccon oupaeitnuru (4
yekut), Bamre-Ilyccen katbiiibl, KaguMKu TuddepeHIHaiabK TeHAeMenep yayH JlarpanxbiH
HUHTEPIOJAIUSIIBIK OJTMHOMY (KOI 4yeKHT). Makananaa QyHKIMOHAIIBIK 63 apa OalTaHbIIITapIbIH
YCTYH/I6 aMajiap CyHYIITaIaT >kaHa U3UJIICIIET.

YpyHTTYy ce3aep: (YHKUHMOHANABIK ©3 apa OalimaHblll, KaguMKu IuddepeHIranibk
TEHJEME, KeKe TYYHAYINYY TuddepeHIHaIIbIK TeHIEME, YbITapbUIBIII, aMaJl, aITOPUTM.

Pemennss HEKOTOPHIX OOBIKHOBEHHBIX IU(BGEPEHINATBHBIX YPaBHEHUH W ypaBHEHHH B
YaCTHBIX MPOU3BOJHBIX MMEIOT 3HAUYEHHUS B HEKOTOPBIX TOYKAX, CBA3aHHBbIE (DYHKIIMOHAJIBHBIMU
COOTHOILICHUSIMU: YETHbIE, HEYETHbIE U MEPUOJAMYECKUE pelIeHHUs (2 TOYKH), TOXAECTBO
Acreiipccona (4 Toukum), cootHomieHue Bamne-IlycceHa, HWHTEpHONALMOHHBIA MHOTOUYJIEH
Jlarpanxka (MHOro Touek). B cTarbe paccmarpuBarOTCd M UCCIEAYIOTCS OINEpaluHu  Haj
(GYHKIMOHATBHBIMU COOTHOUICHUSMHU.

KntoueBble cnoBa: (yHKIMOHAJIBbHOE COOTHOILIEHHE, OOBIKHOBEHHOE IU(QepeHIrnaIbHOoe
ypaBHeHMe, IuddepeHMaTbHOe YpaBHEHHE B YACTHBIX IPOM3BOJHBIX, PpEIIEHHUE, OIepalus,
QJITOPUTM.

1. Introduction

We consider the following fact: solutions of some types of differential
equations have functional relations connecting their values in different points. By
given values of solutions in several points one can find their values in other points.

As we know, the first example of sufficient functional relation was [1].

In [2-6] we considered some aspects of functional relations.

Remark. Survey of papers [7-19] and other papers demonstrate that there was
not any general classification of differential equations. Functional relations yield such

possibility.
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In the paper we propose and investigate operations over functional relations.

The second section contains definitions and lists various operations over
functional relations.

The third section contains examples of application of operations.

In this paper we will use functional denotations of type x[n] instead of x,.

2. Functional relations and operations with them

A functional relation in the most general case can be written as follows.

Let Q be a set of some subsets of the set X.

Definition 1. A function g: W—Z where We Q is said to be a functional
element for the sets X and Z and family of sets Q.

Definition 2. Let P be a predicate defined on functional elements of the triple
(X, Z, Q). If all restrictions of a function f:X— Z on W e Q fulfill P then it is said that
the function f fulfill the functional relation P.

Besides well-known logical operations extended to predicates P, there can be
defined specific operations over functional relations.

Operations of the first kind.

A binary operation on a functional relation P can be written in general form as
a partially defined operator 4:QxQ— Q which constructs the set A(W;,W,) as a
subset of W; ..

Such operations transform the set Q into itself.

Operations of the second kind.

A binary operation on a functional relation P can be written in general form as
a partially defined operator A:QxQ— Q, which generates a new functional relation of
the set Q, and corresponding predicate P, which are logical consequences a
functional relation P. The set A(W;,W,) is also a subset of W; W, but does not
belongs to Q.

Such operations generate new functional relations.

2.1. Adding of formulas
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2.2. Multiplying of formulas
2.3. Conjunction of predicates
2.4. Continuation for finite sets W. Some predicates meet the condition:
If x/1], x[2], ..., x[n-1], X[n]) €Q and (x/2], x[3], ..., x[n-1], X[n], X[n+1])
eQ then (x/1]/, x/3], ..., x/n-1], X[n], X[n+1]) € Q.
Thus, we obtain the operation of the first kind:
A(x[1], x[2], ..., x[n—-1], x[n]),(x[2], x[3], ..., x/[n-1], X[n], X[n+1])) =
= (x[1], x[3], ..., x[n-1], X[n], X[n+1]).
2. 5. Adhesion for sets W of even number of members.
If x/1], x[2], ..., x[n], x[n+1], ..., x[2n-1], X[2n]) €Q and
(x[n+1],..., x[2n, x[2n+1] ,..., x[3n]) €Q
then consider the set (x/1/, x/2], ..., x/n—1], x/n], x[2n+1] ,..., x[3n]).
Thus, we obtain the operation which can be both of the first kind and of the
second kind:
A(x[1], x[2], ..., x[n], x[n+1], ..., x[2n-1], X[2n]),
(x[n+l1],..., x[2n], x[2n+1],..., x[3n])) =
=(x[1], x[2], ..., x[n—=1], x[n], x[2n+1],..., x[3n]).

3. Examples of functional relations with operations
Denote the functional relation number F for every equation as the minimal
number of connected points (if it exists). We will give either mention of k-point value

problem or a formula (*).
3.1. Odd and even functions on R. F=2, X; ={x e R|(Z X, € R)(|X|=| Xo]).
Odd functions: f(—x)= —f(x).
Even functions: f(—x)= f(x).
(See 2.2). Squaring we obtain: f 2(—x)= f %(x) both for odd and even functions.
3.2. The set of IVP y1(x)=a, y(0)=0, arbitrary a=0: F=2:
(*) yx[1Dx[2] - y(x[2D)x[1]=0.

Adding the assertion y(X[1])x[3] - y(x[3])x[1]=0 and subtracting we obtain
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y(x[1)(x[2]-x[3]) - (y(x[2]) - y(x[31))x[1]=0,
(y(x[21)-y(x[3]))/( x[2] —x[3])=const.

It is another definition of the set of solutions of the IVP.

3.3. The set of IVP: y(x)=a, y(0)=y,, arbitrary a=0, yo; F=3:

(*) (yx[1]) - y(x[3D)(X[1]—x[2]) - (y(x[1]) - y(x[2]) (x[1] - x[3])=O0.
There is an analogous result.

2.4. The linear differential equation of the k-th order y®(x)=0, or a polynomial
of (k-1)-th order: F=k+1. Let numbers x/1]/< x/2]<... <x[k+1],y[1], y[2],...y[k+1]
be given. Construct the Lagrange interpolation polynomial of the (k—1)-th order by
the values x/1], x/2],...x[k] w y[1], y/2],....y[k] then (*) L(x[k+1])- y[k+1]=0.

(See 2.4). If only x[k+1] —x[1]< d (a small number) is permitted, then step-

by-step the polynomial can be constructed for any set of {x(j)}.

2

2.5. A solution of the hyperbolic equation . d

—vy u(xq,x,) = 0 meets the
Asgeirsson’s identity (F=4):
(*) u(w[1], v[1D+ uwl2], v[2])—u(w[i], v[2])-u(w[2], v[1])=0.
(See 2.1) Consider the following identity:
(%) u(w2], v[1D)+ u(w[3], v[2]) - u(w[2], v[2]) - u(w[3], v[1])=0.
Adding (**) to (*) we obtain
u(w[i], v[])+ u(w[3], v[2])-u(w[1], v[2])-u(w[3], v[1])=0.
If in (*) only |w[2] —w[1]|+ |v[2] —V[1]| < d (a small number) is permitted,
then step-by-step any point can be reached.
2.6. A solution of the wave equation aa—;u(xl,xz) = %u(xl,xz) meets the

similar Asgeirsson’s identity (F=4): for four vertices of a rectangle obtained by
means of rotation of the rectangle (*) on 45°.

4. Conclusion
We hope that development of operations on functional relations would yield
new methods to solve various differential equations approximately and obtain new
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information on differential equations as whole. Some techniques mentioned can be

implemented in any algorithmic language.
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CATEGORY OF CORRECT EQUATIONS CONTAINS

MULTI-DIMENSIONAL INTEGRAL EQUATIONS OF THE FIRST KIND

Askar kyzy L.
Kyrgyz State University named after J.Balasagyn

Supra, the author participated in introduction of elements of category of equations on the

base of the principle of preservation of solution while transformations and of its subcategories
including the category of correct equations, and proved correctness of some integral equations of
the first kind with one and two arguments. In this paper correctness of some multi-dimensional
integral equations of the first kind is proven.
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Keywords: category, solution, integral equation of the first kind, correctness, analytical
function.

Mypaa aBTOp ©3repTYYyJepay KUPTrU3Yyle YbIapbUIBIITHL CAaKTOO NPUHUUOMHHUH
HETU3MHJIE TEHJIEME KaTeTOPHICHIHBIH JJIEMEHTTEPUH >KaHa aHbIH KapbIM-KaTerOpHsUIapbIH,
OLLIOHJION 3J1€ KOPPEKTTYY TEHIAEMEJIEPANH KaTeropusIChIH Jarbl KUPTU3Yyre KaTbllIKaH, xKaHa Oup
KaHa DJKM AapryMeHTTYy OWpHHYM TypAery K33 Oup HHTErpalIblK TEHIEMEIEepAUH
KOPPEKTTYYJAYTYH Aanwinered. byn makamana k33 OWp aHATUTHKAIBIK (YHKIUSILYYy OUpUHYH
TYPAOry Kell e46eMYY HHTErPAIIbIK TEHAEMEIEPIUH KOPPEKTYYIYTY AAJTUIICHTEH.

YpyHTTYYy ce31ep: KaTeropus,, YbIrapbUIbI, OUPUHYN TYPYHIOTY MHTETPAIBIK TEHIEME,
KOPPEKTTYYJIYK, aHATUTHKAIBIK (DYHKITHS.

Panee aBTOp ydacTBOBajga BO BBEACHHUM JJIEMEHTOB KAaTErOpUU YpaBHEHUIl Ha OCHOBE
MPUHIIMIIA COXPAaHEHUS pEeIIeHUs IMpU MPeoOpa30OBaHUSIX U €€ TMOJKATErOpHil, B TOM 4HCIE
KAaTErOpuu KOPPEKTHBIX YPAaBHEHMM, W JOKa3aja KOPPEKTHOCTb HEKOTOPBIX HWHTETPAIbHBIX
yYpaBHEHUM MEpBOro poja € OJHUM MU JBYMs aprymeHtamu. B 1aHHOM cTaThe J0Ka3aHa
KOPPEKTHOCTb HEKOTOPBIX MHOTOMEPHBIX MHTErpajbHBIX YpaBHEHUN TIEpBOro poja ¢
AQHATUTUYECKUMH (PYHKIIUSIMH.

KnroueBble ciioBa: KaTeropusi, pelIEHUE, HWHTErpajilbHOE YpaBHEHHWE IIEPBOrO poja,
KOPPEKTHOCTh, aHATUTUYECKas () yHKITHUS.

1. Introduction

The approach of categories as notions being more general than sets and
families of sets was introduced in [1] and was used firstly in topology and general
algebra. In Kyrgyzstan the first works on the category theory were [2] and [3].

The author participated in introduction of elements of category of equations
[4], [5]. A new general notion of equation was introduced by us with assistance of the
notion “predicate” on the base of the principle of preservation of solution while
transformations (supra it had been meant implicitly) and elements of the category of
equations were constructed on the base of well-known categories. Further, the author
participated in construction of its subcategories of the category of equations including
the category of correct equations [6], [7]. This notion included the known
“correctness by Hadamard”.

The author proved correctness of some integral equations of the first kind [8],
[9]: Solutions of a two-dimensional integral equation of the first kind with a kernel
being an exponentially-quadratic-decreasing, depending on difference of arguments
function exists and depends on right hand part continuously in the space of analytical
functions of exponential type.
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In this paper correctness of some multi-dimensional integral equations of the

first kind is proven.

2. Survey of known results

The main categories are the following:

The category of sets Set. Objects Ob(Set) are non-empty sets, morphisms
Mor(Set) are functions.

The category of functions Func. Ob(Func) = Mor(Set), Mor(Func) are
transformations of functions.

These categories are used in developing of the category of equations Equa.

The category of topological spaces Top. Ob(Top)are topological spaces,
Mor(Top) are continuous functions.

This category is used in developing of the subcategory Equa-Par-Top.

Supra equations were subdivided informally. We used the fact that equations
and systems of equations of various types are equivalent. Moreover, the well known
technique of reducing order of differential equations, various techniques of
substitution and transforming of argument, the method of transforming of solutions
developed in Kyrgyzstan, the method of additional argument and the method of
reducing differential equations to systems of operator-differential ones developed in
Kyrgyzstan demonstrated that equations with various solutions and even in various
spaces can be equivalent.

Hence, we enlarged the notion of equation including «systems of equationsy,
«with 1initial or boundary conditions» to formulate main notions, objects and
morphisms of the category Equa of equations and its subcategories.

Definition 1. Ob(Equa) contains the following tuples

{Non-empty sets X, Y; predicate P(x) on X; transformation B :X—>Y}.

If (FxeX)(P(X)A(y=B(x)) theny €Y is said to be a solution of the equation
{X, Y, P, B}. Particularly, if B is the identity operator I, then we obtain the equation
“P(x) "only.
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Mor(Equa) are such transformations of tuples {X, Y, P, B} that solutions (or
their absence) preserve.
Some subcategories for the category Equa.
The category of equations for functions Equa-Func.
Definition 2. Ob(Equa-Func) contains the following tuples
{X eOb(Func), Y eOb(Func), predicate P(x) on X, transformation B:X—>Y}.
Mor(Equa-Func) contains invertible transformations of functions inherited
from Mor(Equa) and specific transformations.
For the category of equations with parameters we proposed
Definition 3. Ob(Equa-Par) contains the following tuples
{non-empty sets X, F, Y, predicate P(x,f) on XxF, transformation B:X—Y}.
If (KeX)(P(x,)Ha(y=B(x)) then then yeY is said to be a solution of the
equation {X, F, Y, P, B}.
Mor(Equa-Par) are such transformations of tuples {X, Y, P, B} (except F) that
solutions (or their absence) preserve.
By our approach «correctness» can by a parameter only, hence the category of
correct equations Equa-Par-Top is a subcategory of the category Equa-Par.
Definition 4. Ob(Equa-Par-Top) are tuples
{ topological spaces X, F,Y;
predicate P(x,f) on XxF;
continuous transformation B:X—Y }
such that 1) (¥f eF)(Ay €Y)(FHK eX) (P(x,)A(y=B(X));
2) the element y depends on the element f continuously.
Mor(Equa-Par-Top) are transformations preserving properties 1) and 2).
The category Equa-Func-Par-Top of correct equations for functions also can
be defined.

We considered the integral operator
K(x;w(s):s) = [ exp(~(x—s))w(s)ds (1)
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in the space A., of entire analytical functions with the norm
1 f[ly:=sup{| f PO ":n=0,1.2,.}v>0.
We proved that the solution of the equation K(x; w(s): s) = f (x) exists and can

be presented as
a1 1)
w(x) = K1(x; f(5):5) = N7~ ZE(_ZJ f@(x) =

Y = exp(_ld—ZJ £(x). 2)
4 dx

We extended such phenomenon for certain linear and non-linear integral
equations.

We considered the integral operator

K, (x,y;w(s,u):s,u) = T Texp(—(x—s)—(y—u))w(s,u)dsdu (3)

in the space A, ., of entire analytical functions in both variables with the norm
gr+a

dPxdly

We proved that the solution of the equation K,(x,y;w(s,u):s,u) =f (X, y)

[|f1ly 2= sup{] fO0)vP":pq = 012,..}v>0.

exists and can be presented as

) = K -1 Y ) .S, = 1 Ty T T 5 ) . 4
wx,y) =K, “(x,y;f(s,w):s,u) =7 exp[ 255 482yjf(x y)- (4)
3. Multi-dimensional integral equation of the first kind

Consider the equation

Jn (X1, X, oo, X3 W(S1, S2, «oe) Sp )i 51, Sgy vy Sp )i =
o0

- T Tf eXp(—ki_(Xk —ék)sz(ei,52,...,§n)d§1d§2...d§n -

—00 —00 —00

= (X1, X3, e, Xp). (5)
To investigate this equation we also consider the multi-dimensional partial

differential heat equation with reverse time in R":
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ou(t,x1,X2,.»Xn)
at

= —aAu(t, xq, Xy, ..., X)), (t, X1, X5, ..., X)) ER . xR™, a > 0 (6)
with the initial condition

u(0,x1, X2, o, X)) = @(x1, X5, ., X)), (X1, X3, ..., X)) ER™. (7)
Let

(PEAn,+v (8)
where A, .y IS the space of entire analytical functions with real coefficients with the

GHf( 0)

condition for the multi-index ( \7’120){

< const - v' ] and the norm

ol ¢
Ol = supﬂ 0 )‘ v NO}

Theorem 1. If (8) fulfils then there exist an entire analytical solution of the
problem (6)-(7) by the formula:
u(t, x4, Xy, ..., X)) = exp(—atA) p(x4, X, ..., Xp)- 9)
Proof. The series (9) fulfills (6)-(7) formally. It is majored by the converging
series

th <

n,+v

Z%ak HAk(P(Xp Xy ey X )

0
k=0

-1
<> (V) ot e ), -

0

1
- Zﬁ(atn\ﬂ)k [004 X1 X, = [0, EXP(ANV2L).

k=0
Corollary. If (8) fulfils then the integral equation (5) has a stable solution.

Proof. The solution is given by the formula

]n_l(xl, Xoy ey X3 [ (81,52, euy Sp)iS1, S, eun) Sp) =

:ﬂZkak (=D A (X, X0y X ).

k=0

By means of various transformations of (5) other multi-dimensional integral
equations of the first kind belonging to the category of correct equations can be
obtained.
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Conclusion
We have proven correctness of the integral equation of the first kind (5). We
hope that the category of correct equations can be further enlarged by the proposed

method.
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ON A METHOD FOR INVESTIGATING THE STABILITY OF SOLUTIONS
OF ASYSTEM OF THIRD-ORDER LINEAR INTEGRO-DIFFERENTIAL
EQUATIONS OF THE VOLTERRA TYPE

Iskandarov S.
Institute of Mathematics of NAS of KR

Sufficient boundedness conditions are established on the half-axis of all solutions and their
first and second derivatives, i.e. stability conditions of solution of the system of third order Volterra
integro-differential equations. A method of splitting into systems of equations of the first and
second orders has developed.

Keywords: integro-differential equations of third order, system, boundedness of solutions
and their derivatives, stability, splitting method.

Bonbreppa THOMHAETH CBHI3BIKTYY YYYHYY TapTUOTETH HWHTETpo-auddepeHnnaibK
TEH/IEMeJIep CUCTEMAChIHBIH Oap/IbIK YbIrapbUIBIIITAPBIHBIH jKaHa aJlap/iblH OMPUHYM jKaHA SKUHYU
TYYHAYJapbIHBIH JKapbIM OKTO YEKTEJIT€HIWTMHHUH, 0.a. YbIrapbUIBIIITAPBIHBIH TYPYMAYYJIYTYHYH
KETUIITYY MIapTTapbl TaObuIaT. YUyHUy TApTUNTEIW CUCTEMaHbl OMPUHYM JKaHA HKUHYU
TapTUIITETH CUCTEMAJIapra aKbIpaTyy METOLY UIITENINII YbIrar.

YpyHTTYY ce3aep: YUYHUY TapTUOTETH MHTErpo AuddepeHInaniblk TeHIeMenep, CUCTeMa,
YBIFapBUIBIIITAPABIH JKaHa ajJapAblH TYYHAYJIApbIHBIH YEKTEITCHIUTH, TYPYMAYYIYK, aXKbIpaTyy
METOLY.

VYcTaHaBnMBarOTCS 1I0CTATOYHbBIE YCIOBUS OTPAaHUYEHHOCTH HA MOJIyOCH BCEX PEIICHUN U UX
NIEPBBIX, U BTOPBIX NPOU3BOAHBIX, T.€. YCTOMUYMBOCTH PELICHUH JIMHEHHOW CUCTEMBI MHTETPO-
mud¢epeHIMaIbHBIX ypaBHEHUI TpeThero mopsaka Tuna Boaereppa. PazpaGotan meron
pacIleIIeHHs] Ha CUCTEMBI YPaBHEHUI IIEPBOTO U BTOPOTO MOPSAIKOB.

KiroueBsie cnoBa: uMHTErpo-aud@epeHunanbHble ypaBHEHUS! TPEThEro MOpsJiKa, CUCTEMA,
OTrPAaHUUYEHHOCTh PELIEHUI U UX MPOU3BOHBIX, YCTOMUNBOCTD, METO/I PACIIEIICHNUS.

All the functions involved and their derivatives, the relations are valid for
t>t,t>7>t,J =[t;,); SIDE is a system of integro-differential equations;(a,b) scalar
product of nx1 vectors a,b; relations for matrices are understood as relations for their

quadratic forms with any non-zero vector; A" is the transposed matrix A; E—nxn the
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unit matrix; under |x|| for nx1 vector and |A| for nxn matrices A=(a;) understood [1,
¢.35], accordingly,

1

n 2
= 357 o 1A= 7
wherey =max 4 (1<i<n); 4 - eigenvalues of the symmetric matrix A"A. Note that the

relation holds [2, ¢.10]:

uAu{iaiff-

i,j=1
The stability of solutions of a third-order linear SIDE is understood as the
boundedness on the half-interval J of all its solutions and their first and second
derivatives.
PROBLEM. To establish sufficient conditions for the stability of solutions of
ann - dimensional third-order SIDE of the Volterra type of the form
X"(t)+A, (1)x"(t)+A ()X (t)+ A (t)x(t)+
(L )(e) + QU 7)X ()0, (L) () o= f (D)2, (1)
f

wherex(t)=(x(t)) is unknownnx1 vector function; A (t),Q,(t.7)(k=0,1,2) is known
nxn matrix functions; f(t) is known nx1 vector function; at the same time , as you
know, A (t)(k=0,1,2) are called coefficients, Q (t,z)(k=0,1,2)- kernels, f(t) is a free

member.

Note that earlier such a problem was solved in the article [3] by a modified
method of transformation of equations [4, pp.28-29]. In this article, the problem is
solved by the development of a non-standard method of reduction to a system of [5],
the matrix method of cutting functions [6], the method of transformation of
V.Volterra equations [7, pp.194-217] and the method of integral inequalities [8].

Let's start getting the main result.

In SIDE (1) we will make a non-standard replacement [5]:

56



X'()+B(t)x(t) =W (t) y(t). (2)

where B(t),W (t)-somenxn weighting matrix functions, with B(t)>0,W (t)>0;y(t) is

new unknown nx1 vector function.

From (2) by differentiation we have
X"(t)=—B'(t)x(t)—B(t)x (t)+W'(t) y(t)+W (1) y'(t) =
=—B'(t)x(t)=B()[-B(t)x(t)+W (1) y(t) |[+W'(t) y () +  (3)

+W (1) y'(t) =B (t) x(t) +W. (1) y (1) +W (1) y' (1),
where B.(t)=B*(t)-B'(t),W'(t)-B(t)W(t).

Further from (3) by differentiating and using substitution (2), we obtain
X”’(t)=Bi(t) (8)+B.(6)x'(t) +W(E) y (t) +W. (£) y' (1) + W' (1) y' (t) +

W (t)y"(t)= () ()+B(t)[ B(t)X(t)+W(t)V(t)]+W*’(t)y(t)+
+[w. (t ]y y'(1)=[B:()-B.0)BO)]x(0)+
W (1) ]y [W*(t)+W’(t)]y’(t)+W(t)y”(t)-
Substituting (2)-(4) in SIDE (1) we will have
[ BI(t) =B (t) B(t) Jx(t) + [ Wi (1) + B (E)W () Jy (£) + [We (6) + W (1) ]y' (t) +
W (1) y"(t)+ A, (t)[ B (t)X() () (O)+W (t)y' (1) ]+
+A1()[ B(t)x(t)+W (t) ]+Ao X(t)+ 5)

+II{QO (to)x(7)+Q(t,7 [ B(7)x(7)+W (7)y(z )}+
+Q, (t,7)[B.(7)X(7) +W. (z) y () +W (z) y'(z)I}dz = f (t),t =t,.

Let 's introduce the notation:
B, (t) =W () [ BI(t) - B.() B(t) + A, (1) B.(t) — A (1) B(t) + A, ()],
B, () =W (1) [W.(t) + B. ()W () + A, (OW.. (1) + A (W (1) ],
B, (t) =W 7 (t) [W.(t) +W'(t) + A, (W (1) ],
P (t, 7) =W (D) [Q, (L, 7) — Q,(t, 7) B(2) + Q, (t, 7) B.(7)],
P.(t,z) =W () [Q,(t, /)W (7) + Q, (t, 7)W.(7) ],
K(t,7) =W 1 (1)Q, (t,2)W (z), F(t) =W ' (t) f (1).
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Taking into account these remarks, multiplying from the left by the matrix
w(t), from (5) we get a second-order SIDE for y(t), then combining this SIDE with
the replacement (2), we come to the next SIDE for x(t),y(t), the equivalent given
third-order SIDE (1):

X'(t)+B(t)x(t)=W (t)y(t),

JY (O)+B, ()Y (1) +B, (1) y (t)+Bo (t)x(t)+

L (6)
+{“[PO (t,7)x(z)+P(t,7)y(7)+K (t,r)y’(r)]dr =F (t),t>t,.
Let [6]:
K(t,r)=in(t,r), (K)
f(1)=21, (1) 0

j=0
¥, (t)(j=1.m) are some non - singular cutting nxn matrix functions,

2)=(TF () K, (627 () (0 =(¥3 1) £,(0), ®)
. ,
¢, (t)(j=1.m) are some scalar functions; R, (t,z)(j=1..m) are symmetric nxn matrices;
B, (t) is symmetric nxn matrix.
Next, we multiply the first system of (6) scalar by the vector x(t), the second

system is on the vector y'(t) and doing the same as in [6], we get the identity:

t t

(0 +2[(B(s)x(s).x(5))ds+ ' (O +2[ (B, )y (5). ' (5))ds + (B, 1)y (1) y 1)+

ty 19

) <Mj(t)yj(t,to),yj(t,t0)>+<Tj(t)yj(t,to),yj(t,t0)>—2<rj(t),yj(t,t0)>+cj(t)—
+JZ‘; _,[RTJ',(S)yJ' (L)Y, (t,t0)>—2<rj’(s),yj (S’t0)>+03 (s)}ds

b
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+iﬂ<mj'(s)yj(s,to),yj (st))+ ][R (57)y(s:7), (s,r)>dr}ds— @

Similarly to theorem 1 of [6] is true
Theorem. Let 1) the conditions (K), (f), (R) are true; matrices

B (t),R;(t.7)(1.m)- symmetrical; 2)B(t)>0; 3)B,(t)>0; 4)B/(t)>pE, where
0<g=const, there is a scalar function b/ (t)eL'(J,R,) such, that B{(t)<b (t)B(t);
5)  M,(t)=0,T,(t)=0,T/(t)<O,R, (t,z)>0,  there  are  scalar  functions
y;(t)eL(J,R,).c(t).6,(t)e'(J,R,) such, that M;(t)<y(t)M,(t), for any nxn

vectors u;:

O[T (Oupu;) =25 (0.0, ) 46" () |2 0.R;, (1) <6 (OR;, (67) (k=08 j =1.m):
6) I (0 +8: (O + 1o O JTIRs (.2 R 2 o (4 ) e < (.. V().

f

Then for any solution (x(t), y(t))of SIDE (6) the statements are true:
0000, |y (o] -0k -0
Let, in addition, 7) |B" ()| =0(2),[w" ( H )(k=0,1).

Then for any solution x(t) of SIDE (1):

Y1) =0@)(v=012),ie. any

solution of SIDE (1) is stable.
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ON THE LYAPUNOV FUNCTIONAL FOR THE STABILITY OF
SOLUTIONS OF A LINEAR VOLTERRA INTEGRO-DIFFERENTIAL
SECOND-ORDER EQUATION ON THE SEMI-AXIS

A.T. Khalilov
Institute of Mathematics of NAS of KR

Sufficient conditions are established for all solutions and their first derivatives to be
bounded on the semiaxis, i.e. stability of solutions of a second-order linear integro-differential
equation of Volterra type. A new construction of the Lyapunov method is constructed, i.e. the
method of Lyapunov functionals is being developed. An illustrative example is given.

Keywords: linear integro-differential equation of the second order, stability of solutions,
sufficient conditions, method of Lyapunov functionals, new construction.
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OKMHYM TapTUIITETH CBI3BIKTYY BonbTeppa TuOMHAETH UHTErpo-audepeHInaibIbK
TEHJIEMEHUH OapAbIK UbIrapbUIBIIITAPBIHBIH KaHa alapAblH OMPUHYH TYYHAYJIAPBIHBIH KapbIM
OKTO YEKTeJTCHIUTMHUH, 0.a. YbIrapbUIBIIITAPBIHBIH TYPYMAYYIYTYHYH J>KETHINTYY MIapTTaphl
TabbuIar. JIAmyHOBOYH (YHKIMOHAIBIHBIH >KaHbl KOHCTPYKIMSCHI Typrysynar, 0.a. JIamyHOBIyH
(byHKIMOHAT AP METOY OHYKTYPYJIeT. MIuTocTpaTUBINK MHUCAT KEITHPHUIIET.

YpyHTTYy cO3A6p: SKUHYM TApPTUIITETH CBI3BIKTYY MHTErpo-Au(depeHnanbablK TeHIeME,

YBITaPBUIBIILITAPABIH TYPYMIYYIYTY, )KETUIITYY apTTap, JIAnyHOBAYH (QyHKIMOHANIAP METONY,
YKaHbl KOHCTPYKLIMS.

VY cTaHaBIMBAIOTCS JOCTATOYHBIE YCIOBUS OTPAaHUYEHHOCTH HA IIOJIyOCH BCEX PEILIECHUN U UX
MEPBBIX MPOU3BOJAHBIX, T.€. YCTOHUMBOCTU PEUICHUH JIMHEHHOrO HHTErpo-nuddepeHnanIbsHOro
YpaBHEHHs BTOpOro nopsaka tuna Bosbsreppa. Ctpoutcs HOBasi KOHCTpYKIMs Metozna JlsmyHoBa,
T.e. pa3BuBaeTcs Metoa pyHKkunoHanoB JlsmyHosa. I[IpuBoIUTCS WILTIOCTPATUBHBIN IPUMED.

KnroueBble cioBa: JMHEHHbIE HUHTErpo-aAuddepeHInabHOEe ypaBHEHUE BTOPOIo MOPSJIKa,
YCTOMUMBOCTh PELICHHUH, JOCTaTOYHBIC YCIOBHSA, METOH (yHKUMOHANOB JlsmyHOBa, HOBas
KOHCTPYKLUSI.

All appearing functions and their first derivatives are continuous and the
relations take place under the t>t,, t >z >t;; J =[t,,o0); IDE — an integro-differential
equation.

PROBLEM. Establish sufficient conditions for all solutions and their
derivatives to be bounded on the half-interval J, i.e. stability of solutions of a second-

order linear integro-differential equation of the Volterra type of the form:
t
X"(t) +a, (t)x'(t) +a, (t)x(t) + j[K(t, 7)+C(t,0)X'(r)dz = f (t),t >t,, (1)
o

where K(t,7) is the kernel of the S. Iskandarov — D.N. Shabdanov type [1], C(t,7) is
the kernel of the T.A.Burton's type [2, p, 216].

As far as we know, no one has studied such a problem before.

In this paper, to solve the problem posed, we propose a construction of the
Lyapunov functional using the idea of the partial cut-off method [1] and the idea of
constructing the Lyapunov functional from [2, p. 216]. The result is a new
construction of the Lyapunov functional.

Let [1, 3]

K(t.7) =YK, (7). (K)
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f() = Z (1), (n
w.(t) (i =1.n) are some cutting functions,
R =K, 6O 0), Qt.7) =K &)W @)™,
E() = 0@ ®) " (=1.n), RO=A®D+BO (=10, ()

c (t) (i=1..n) are some functions; similarly to [2, p. 216], the integral IC(s,t)ds
to

defined for all t>t,. This condition for the kernel C(t,z) will be called condition

(©).
Theorem. Let 1) conditions (K), (f), (P), (C) are satisfied;

2) A(t)z2a1(t)—j.|C(t,r)|dr—T|C(s,t)|dszo; 3) a,(t)=a, >0, there is a
t t

function aj(t)eLl'(J,R.) such that a/(t)<a (t)a,(t); 4) A(t)>0,B(t)=>0,

B/(t)<0, there are functionssuch A'(t)eL'(J,R,),c (t) that A'(t) <A (t)A(),

(ED () < B (t)c®(t) (i =1..n;k =0, 1);

4) [IQLE ) [(AE) ™+ Ky (t.7) [dr+] fo(t)[e L'(I,R) (i =1.n).
f

Then all solutions and their first derivatives of IDE (1) are bounded on J and

for any solution x(t) of IDE (1) the following statements are true:
A (1)* eL(J,R,), (2)
A®(X (t.L,))* =0() (i =1.1n), 3)

where
t
X, (t.t,) = [w; ()X ()dn (i =1.n).
to
To prove this theorem, we construct the following Lyapunov functional:

V(t:) = (D) + [ AG)(X'(5)) ds + & ()(x())” + [[[IC(s,7) [ ds](x(z))*d +
3 bh b
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Jri[pi OX, (t,1,))? - 2E, ()X, (t,t,) +¢ @)]. (4)

Further, similarly to the proof of Theorem 1.14 [3, p. 74-76], it is taken

dv (t;x)
dt
equation [4] is developed using the lemma on the differential inequality [5,6] and at

by virtue of IDE (1), and the idea of obtaining a differential comparison

the end the transition to the integral inequality to which Lemma 1 [7] is applied.

Based on relation (2), similarly to Corollary 3.5 [3, p. 117], we formulate

Corollary 1. If all conditions of the theorem are satisfied and A(t)>A, >0
(respectively A(t) >0,(A(t))™" e L'(J,R, \{0})), then for any solution x (t) to IDE (1)
X'(t) e L*(J,R) (respectively L'(J,R)).

The second statement of Corollary 1 implies | !Lrg X(t)} < .

From relation (3) we apply Lemma 3.3 [3, p. 111], we obtain

Corollary 2. If all the conditions theorem and A (t)> A, >0,
w;(t) >0,y () =0 (1< j<n), any solution x(t) IDE (1) bounded on J .

Let's give a simple illustrative example.
Example. The IDE

t+1

X"(t) + 5(vt + 3)ea, (t) + et*2a, (t) +

+j[(t +)(r+ )" (t—7)+4 -

10 1 33Ysint

— — X(r)dr=-t-1- ,t>0
(t+7+1)° (t+r+2)3’2] (r)de t?+1

satisfies all conditions of Theorem and Corollaries 1, 2, here

_ _ 2
t, =0,A(t) =10(~/t +3)e —
N
aOO:\/E’a“_(t+1)(t+2)’
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n=LLy, t)=t+1),P (t)=2,A{t)=1B,({t)=LE (t)=-1.c,(t)=1

10 _ anT __ 1
“oltr)=- t+r+1)3> fh(H)= Clhn= (t+7+2)"

Hence, all solutions and their first derivatives of the reduced IDE are bounded

on the semiaxis R, | !im X(t) < o0, t — oo and for any solution x (t) the statement.

We will show that the task we set can be solved.
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CREATION OF THE DATABASE OF LOW-ORDER M-MATRICES IS AN
IMPORTANT STEP OF THE DECOMPOSITION METHOD

'Baizakov A.B., Mombekov A.J., >’Sharshenbekov M.M.
L2Institute of Mathematics of NAS of KR

In this paper, an important stage of the decomposition method for creating a database of
low-order M-matrices is considered. In this case, some properties of the arifmetic progression are
used.

Keywords: decomposition method, magic square, square block matrices, square Durer,
square constant, arifmetic progression.

Bbyn smrekre TemeHKy TapTuntern M-marpuuaiapAblH MaanbIMaT TapTUOMH TY3YY Y4YH
JCKOMITO3MIMSA BIKMACHIHBIH MaaHWJIYy 0JTa0bl KapajaTr. Ara KomIymM4a, apu(pMeTHKaIbIK
IIPOTPECCUSHBIH K33 OMp KaCHEeTTepU KOJAOHYIAT.

YpyHTTYy ce3aep: AECKOMIIO3USJIO0 METONy, MAarusulblKk KBajpar, JlropepJuH KBaJpartsbl,
KBaJPaTThIK OJIOKTYK MaTpuLaiap, KBaApaTThIH KOHCTAHTAChl, apU(PMETUKAIIBIK IIPOTrPecCusl.

B nannoil pabote paccmaTpuBaeTCsi BaXKHBIM 3Tall METO/AA JIEKOMITO3UIIUU CO3AaHUs 0a3bl
naHHbIX M-Marpun Hu3Koro mnopsaka. Ilpu sTom wHcmonb3yercs HEKOTOpblE CBOWCTBA
apudMeTnyeKoil mporpeccuu.

KiroueBble cioBa: MeTOJA JIEKOMIIO3MIMM, Marmyeckuil KBajapaT, KBaapar J[lropepa,
KBaJIpaTHbIE OJIOUHBIE MATPHIIBI, KOHCTAHTA KBaapaTa, apuMUTHIECKas TPOTPECCHSL.

In [1], a method was proposed for constructing high-order M-matrices using
the decomposition method. Due to the properties of the constants of squares and the
preservation of symmetry by M-matrices, it is precisely the method of constructing
the same symmetric matrices of an ever higher order that makes it possible. In this
case, some properties of the arithmetic progression are used. Note that the set of
values of the squares constants is modeled by a second-order difference equation of
the form

u,,=2u_,—u, nx1 (1)
with appropriate initial conditions. According to Euler's method, the general solution
of equation (1) has the form

u(n)=c,+c,n
since the roots of the characteristic equation A°-24+1=0: A =4, =1 coincide.

Square constants forming an arithmetic progression act as operators.
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Therefore, in this method of constructing high-order M-matrices, the starting
point is the presence of lower-order M-matrices. Therefore, in this method, it
becomes necessary to create a database of M-matrices of the lowest order. In
addition, the authors have at their disposal a set of constructed M-matrices from the
fourth to tenth order, which makes it possible to construct high-order M-matrices. In
this article, we will illustrate the construction of an M-matrix of the 12th order on the
basis of the available M-matrices of the third and fourth orders. Recall that the first

chosen M-matrix of the fourth order is known as the "Durer square".

61712 1312 12| 7
115109 16/ 3196
8134 1/14/8 |11
4 115|510

Fig. 1 Fig 2.

We will construct a 12th order M-matrix using a 3 * 4 decomposition method.
Now we divide the set of numbers from 1 to 144 into 9 groups, each group contains
16 numbers in ascending order: I-th group - 1, 2, 3, ..., 16, lI-th group - 17, 18, ..., 31,
32, and etc. , VIII th group - 113, 114, ..., 127, 128, IX th group - 129, 130, ..., 143,
144. Further, we will place each group of numbers according to fig. 2, counting the
initial number as the shifted number 1, and the last number as the shifted number 16.
For example, in the 11 th group | will place the number 17 instead of 1; the number 18
Is placed instead of 2, etc., the last number of this group is 32 instead of 16. To
calculate the constant of the squares of each group, we proposed the formula

n®+1

S= n+kn

k - shift amount: for the second group it is equal to k=16, for the third group -
k =32, etc. For our case n=4. Then the constants of the squares of the created
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groups form an arithmetic progression with the difference d =16-4=64. We have

the first 9 members of the arithmetic progression: a =34, a, =98, a, =162, ...,
a, =546and they will be placed in full compliance with the numbers in Fig. 1, i.e.

a; a, a, 354 418 98
a a a8 | =| 34 290 546
a, a; a, 482 162 226

8]

Fig. 3
Note that the constant of the squares of the last M-matrix is 870.

Further, we will consider the obtained 9 square constants as expanding order
operators. An M-matrix of the 12th order is considered as a nested 3 * 4, or rather a
block matrix. We consider each element of the third-order M-matrix as a block and
expand it, keeping its location in Fig. 3. So, for example, the constant 34 will consist

of M-matrices of the fourth order of the form

-h@m'c_h\
H
o
H
H
(0¢]

Due to the constants of the square, each block can be painted in an arbitrary
way. We have the right to take any other M-matrices of the fourth order from the

database, for example

13|12 |12 7

16|/ 3|96

1/14|8 |11

4 15| 5|10
Fig. 4

For the constant 98 and 162, we can take the M-matrix of the fourth order built

on the basis of the last Fig. 4 contained in our database:

2918 28|23 45|34 |44 |39
3211912522 48 135|141 |38
17130 |24 |27 331304043
20131[21)|26 3647|3742
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We will continue this procedure for all square constants in Fig. 3. As a result, instead
of each constant of a square, we write down the M-matrix of our group, we get M - a
matrix of the 12th order. Here is a fragment of the arrangement instead of constants
34, 98, 162 M-matrices of the 4th order of these groups.

2918 |28 |23
321192522
1713024 |27
20131[21)|26

[HEN
w
N
[HEN
N
~

l_\
H
N
U100 | ©
H
H

4534 144 |39
48 | 35|41 |38
33 /30|40 43
36 |47 (37|42

Finally, we get one form of the M-matrix of the 12th order:

93 | 82 | 92 | 87 | 109 | 98 | 108 | 103 | 29 | 18 | 28 | 23
96 | 83 | 89 | 86 | 112 | 99 | 105|102 | 32 | 19 | 25 | 22
81 | 94 | 88 | 91 | 97 | 110|104 | 107 | 17 | 30 | 24 | 27
84 | 95 | 85 | 90 | 100 | 111|101 |106| 20 | 31 | 21 | 26
13 2 12 7 77 | 66 | 76 | 71 | 141 | 130 | 140 | 135
16 3 9 6 80 | 67 | 73 | 70 | 144 | 131 | 137 | 134
1 14 8 11 | 65 | 78 | 72 | 75 | 129 | 142 | 136 | 139
4 15 5 10 | 68 | 79 | 69 | 74 | 132 | 143 | 133 | 138
125 1114 1124 | 119 | 45 | 34 | 44 | 39 | 61 | 50 | 60 | 55
128 | 115|121 | 118 | 48 | 35 | 41 | 38 | 64 | 51 | 57 | 54
113 1126 | 120 | 123 | 33 | 30 | 40 | 43 | 49 | 62 | 56 | 59
116 | 127 | 117 | 122 | 36 | 47 | 37 | 42 | 52 | 63 | 53 | 58

It's clear that

_a+a, 344546
2

S 3=870
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APPENDIX OF THE "PREDATOR - VICTIM" MATHEMATICAL MODEL
TO THE DYNAMICS OF HEALTH LEVEL ISSYK KUL

'Baizakov A.B., 2Bekturova A.T., *Sharshenbekov M.M.
L3I nstitute of Mathematics of NAS of KR
?Institute of Modern Information Technologies in Education

The mathematical model of the interaction of evaporation and runoff of closed water bodies
is written by the "predator - prey” system and it is shown that the phase trajectories form a rest point
of the "center" type.

Key words: systems "predator - prey", the volume of runoff and the volume of evaporation
of the reservoir, phase trajectories, rest point of the "center" type.

Tyrok cyy 00ObeKTHIIEpUHUH OyyJlaHyyCy MEHEH KHPI'€H CYYHYH €3 apa apakeTTeHYYCYHYH
MaTEMaTHKAJIBIK MOJENU <OKBIPTKBIY — OJDKO» CHUCTEMAachl apKbUIyy JKa3blUIraH aHa (hazajblK
TpaeKkTopusiiap «00pOop» THOMHAETH «THIHUTBIKY YEKUTH 00JI00PY KOPCOTYITOH.

VYPpyHTTYY ce3ep: “XKbIPTKbIY — OJKO™ CHCTEMaJIaphl, arblH CyyJap/blH KOJIOMYy JKaHa Cyy
CAKTarblITHIH OyylnaHyy Kenemy, (a3aiblk TpaeKTopusuiap “6opOop” THOWHAETH «TBIHYTHIK
YEKHTH.

Maremarnueckass MOJAENb B3aMMOJCHCTBUS MCIAPEHUS M CTOKA 3aMKHYTBIX BOJOEMOB
3alMcaHa CUCTEMOW «XHIIHHUK - JKEPTBa» M MOKa3aHO, YTO (ha30BbIE TPACKTOPHH O0Pa3yIOT TOUKY
IIOKOSI TUIIA «LEHTPY.

KiroueBble cloBa: CHUCTEMBI «XHIMHHK - JKEPTBa», 00bEM CTOKa U 00BEM HCIApeHUs
BOJI0eMa, (pa30BbIC TPAEKTOPUHU, TOUKY ITOKOS THUIA «LIEHTP.

In the qualitative theory of differential equations [1], it is known that the phase
trajectories of the "predator - prey" system form a rest point of the "center" type.

The basis for compiling a model of the constituent elements of the water
balance are the following provisions [2]. The first of them is an active factor, which is
characterized by variability of hydrological and climatic conditions, i.e. inflow of
water and intensity of visible evaporation. The second is a reactive factor that seeks
to smooth out level fluctuations.

A mathematical model of the interaction of evaporation and runoff of closed
water bodies can be written by the Lotka-Volterra system of equations:

{X(t)=aX(t)+ﬂX(t)y(t),
y(t) =y y(t)+8x(t)y(t),
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where x(t) and y(t) are the volume of runoff and evaporation of the reservoir at time
t,a IS the runoff rate «>0, g, characterizes the interaction of the active and
reactive factors 5<0,5>0, » - characterizes that in the absence of runoff, the volume
of visible evaporation decreases, i.e. y <0.

For a complete statement of the problem of the dynamics of the components of
closed reservoirs, it is necessary to set the considered time interval te[t, T], the

volume of runoff x(t,)=x, and the volume of evaporation y(t,) =y, at the initial

moment of time. It is clear that the autonomous system (2) has a rest point [_Z, _ZJ,
o

which is obtained by equating the right-hand side of system (2) to zero. It is clear that

the resting point is in the first quadrant of the xoy phase plane. The matrix of the

linearized system (2) in the vicinity of the rest point (_Z,_ﬁj has eigenvalues
5 p

+i,Jay . Since the real part of the characteristic numbers is equal to zero, Lyapunov's
theorem on stability in the first approximation is not applicable. Therefore,
integrating the equation with separable variables

dy _yy+oxy
dX ax+oxy

Find the integral (implicit solution) V of system (2) in the domain
X>0,y>0:V(X,y)=0Xx—-By+yInx—alny.
It can be verified that the curves defined by the equation v (x, y)=C are closed
curves surrounding the rest points and filling the entire region x>0, y>0 (fig. 1).
Indeed, let (x,y) be a solution to system (2). The function v (x(t), y(t)) is

continuously differentiable along the trajectory of this solution. Let us calculate its

total derivative O('j_\t/ with respect to time, compiled by virtue of system (2):

iV(x(t), y(t)):5>‘<—ﬂy+lx—ﬂy:(5+ij—(ﬁ+ﬁJy:
dt Xy X y

=(6+gj(axwyx)—[m%](w—axy):
=aoX+ay+oBYX+yBY —[Lyry+ 2y + Boyx+26x]=0.
70



Since these curves are the trajectories of system (2), the rest point [_Z, Zj -
y o

center. Summing up, we formulate the following result.

Fair

Periodic cycle theorem. Fluctuations in runoff and visible evaporation in a
closed hydra ecological system are periodic.

Comment. Lake Issyk-Kul is a typical representative of a closed body of
water. If we neglect the moisture carried by air masses outside the Issyk-Kul basin
and the influence of the temperatures of the environment surrounding the basin, the
basin can be considered a closed hydroecological system. Under these assumptions,
the periodic cycle theorem will be valid for the Issyk-Kul basin, from which it
follows that the lake level fluctuations are periodic.

An illustrative example of the interaction of runoff and apparent evaporation in
a closed hydroecological system is given below.

The significance of the periodic cycle theorem can be estimated from the fact
that one of the main problems of mathematical ecology is the problem of ecosystem
sustainability.

Consider the Volterra system

{X= (a = BY)X, (3)
y=(-y+05X)y,

where o, g, 7, 5 >0.
With this model, we will describe the interaction of runoff and visible
evaporation in a closed hydrological system.

Consider the phase portrait of the Volterra system for
a=18=1y=035=03

{X = (1= y(®)x(),
Y =0,3(-1+ x(®) y(®).

Let's build graphs of its solutions with the initial condition x(t)=1, y(t)=0,5.

With the program listed in Appendix 16:
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It is seen that the process has an oscillatory character. Applying 2:1 for a given
initial ratio of runoff and evaporation volumes, both values first increase. When the

evaporation volume reaches 2.5, the flow volume does not have time to recover and
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the flow begins to decrease. A decrease in the amount of water runoff after a while

begins to affect visible evaporation, and when the runoff reaches the value =§:1,0

(at this point y=0), the evaporation volume also begins to decrease along with a
decrease in the runoff volume. A decrease in runoff and evaporation occurs until the

evaporation volume reaches the value y:%:l (at this point x=0). From this

moment, the volume of runoff begins to grow, after a while, with an increase in
runoff, the area of the lake mirror will also increase, which will provide an increase in
evaporation, both values increase and the process repeats over and over again. The
graph clearly shows the periodic nature of the process. The flow volume fluctuates

around the value x=1, y =1.

The periodicity of the process is clearly visible on the phase plane - the phase

curve (x(t), y(t) is a closed line, the leftmost point of this curve is the point at which
the runoff volume reaches the smallest value. The rightmost point x=2,5, y=1 is the

peak point of the runoff volume. Between these points, the evaporation volume first

decreases, to the lower point of the phase curve y=0,5, where it reaches the smallest
value, and then grows to the upper point of the phase curve (x=1, y=1,7). The phase
curve covers the point x=1, y=1., i.e. stationary state x=0, y=0. If at the initial
moment the system was at the stationary point x=1, y=1, then the solutions
(x(t), y(t)) will not change in time, will remain constant. Any other initial state leads

to periodic fluctuations of solutions. The non-elliptic shape of the trajectory covering

the center reflects the non-harmonic nature of the oscillations.

REFERENCES
1. Nemytskiy V.V., Stepanov V.V. Qualitative theory of differential equations, 2nd
ed. - Moscow, Leningrad, 1949. - 552 p.
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APPLICATION OF THE SUMMARY-DIFFERENCE METHOD WITH A
REGULARIZER TO CONSTRUCT AN ASYMPTOTIC SOLUTION TO THE
BOUNDARY VALUE PROBLEM OF A SYSTEM OF NONLINEAR
DIFFERENCE EQUATIONS

'Alymbaev A.T., “Myrzakulova K.M., °Bapa kyzy A.
IState University named after I. Arabaeva, Bishkek
National University named after J. Balasagyn, Bishkek
%Issyk-Kul University named after K. Tynystanova, Karakol

Finite-difference equations are a convenient mathematical model for describing the problem
of mathematical physics, financial analysis and other problems of science and technology.
Difference equations arise in the numerical solution of various classes of differential equations and
integro-differential equations as with a small parameter, with significant nonlinearities.

In this paper, we consider methods for constructing an asymptotic solution to a boundary
value problem for a system of nonlinear difference equations, with a small parameter, in the case
when the boundary value problem cannot be related to the Cauchy problem.

Key words: Sum-difference method, boundary value problem, small parameter, regularizer,
finite-difference equation.

UYekTyy —aiiplpMagarbl TEHIEMEJIep MaTeMaTHKaJIbIK (U3KKa, (PUMHAHCHl aHAIM3IWH JKaHa
Oamka wWiIMMIEpe, TEXHHKaJa Ke3JCUIyydy MacelelepAuH MaTeMaTUKAIbIK MOJENIePUH
CYpeTTell, aHbl U3WJIJI06HYH HAThIIKaIyy bIKMachl OOJIyI 3CEITENET.

byn mMakanaga yekTyy adblpMaaarsl, KHUMHE MapaMeTpau KapMmaraH TeHJeMe YUYYH YEKTHUK
MAcCCJICHUH, ACUMIITOTHUKAJBIK YbIIapblIbIIIbIH Ta6yYHYH, yekTHK Maceiae KommHWH Maceinere
KEeNTUPUIIOeH TypraH y4yp/arsl, bIKMaHbl HIITEI YbITYy MaceJecH Kapasar.

VYpyrTyy ce3mep: CyMMalalm-ablpMalIoO bIKMa, YEKTHK Macese, KUYUHE MapameTp,
peryasipu3arop, YeKTYYy ailbipMajarsl TEHIEME.

KoHeuHO-pa3HOCTHBIE YypaBHEHUS SABISIOTCS yIOOHOW MaTeMaTH4ecKOM MOJENbI0 NpHU
OMMCAaHUU 33/]a4d MaTeMaTH4ecKod (U3MKH, (UHAHCOBOTO aHaliM3a W JIpyrue 3aJaud HayKH,
TEXHUKHU. Pa3HOCTHBIE ypaBHEHHMS BO3HMKAKOT IIPU YHUCIEHHOM DEIIEHHWH Pa3JIM4YHBIX KJIACCOB
i depeHINaIbHBIX YpaBHEHUH M HUHTErpo-auddepeHIManbHbIX YpaBHEHMH Kak C MajbIM
IIapaMeTPOM, TaK U C CYIIECTBEHHBIMH HEJTMHEHHOCTAMM.

B nmannoii pabore paccmaTpuBaeTCsi CIOCOOBI MOCTPOCHHSI AaCUMITOTHUYECKOTO pEIIeHUs
KpaeBOM 3a/lauyd CUCTEMbI HEJTMHENHONW Pa3HOCTHOIO YPaBHEHMsI C MajlbIM IIapaMeTpoOM, B Cllydae,
KOrI'/la KpaeBas 3ajjaua He MOXKeT ObITh CBeJIeHO K 3aaaue Komn.

KiroueBpie cnoBa: CymMMapHO-pa3HOCTHBIM METOJ, KpaeBass 3ajada, Majblid IapaMmerp,
perynspuzarop, KOHEUHO-Pa3HOCTHbIE ypaBHEHUE.

Consider the boundary value problem

x(k+1,&) =x(k, &)+ g(k) + ef(k, ), (1)
Ax(0,e) + Bx(N,¢) =d, (2)
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where X, f, d are vectors, A, B are constant matrices, the function is a sufficiently
smooth function with respect to the variables k, x.

Currently, there are various approaches to the study of asymptotic solutions,
finite-difference equations with a small parameter. These methods include the method
of small parameter A. Poincaré [2], the method of elimination [1], the method of
auxiliary equations [1], etc.

In [3; 4], a method of integro-differential equations for studying boundary
value problems of a system of linear differential equations, a continuous analogue of
the sum-difference method, was developed. The ideas of the integro-differential
equation method are extended to a boundary value problem of the form (1), (2) in this
article.

If detB = 0, then the problem of studying the boundary value problem can be

reduced to the Cauchy problem of the form
1 N-1
x(k +1,8) —x=g (k) + &f (k, ) — > (9(K) + ef (k, x(k, £)) +
k=0

n % [B~'d — (B~'A + E)]x(0, &),

x(0,€) = ay + ca, + £%a, + -

Consider the case detB = 0. In this case, the boundary value problem (1), (2)
cannot be reduced to the Cauchy problem, because in this case the inverse matrix B™
does not exist. To work around this problem together matrices. Consider a
regularized matrix By(7) such that By(7) - B for z — 0, for which det By(7) and
consider the boundary value problem

x(k+1,¢61t)=x(k,&1)+g(k) +ef (k,x(k, & 1)), (3)
Ax(0,e,7) + By x(N,¢,7) = d. 4)
Lemma. If detBy(7) # 0 for = — 0, then the boundary value problem (3), (4)

can be reduced to the Cauchy problem

x(k+1,61) —x(k &1) = gk) + ef (k, x(k, &, 7)) — % i[g(k) +
k=0
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+ef (k,x(k,&,7))] + % [By1(7)d — (By 1 (x)A + E)x(0,¢,7)], (5)
x(0,8,7) = ag(7) + €a,(7) + £2a,(7) + -+, (6)
where a,(t), a,(7),..., subject to the choice of numbers.

Proof. Adding the parameter « to the right-hand side, we write system (3) in

the form
x(k+1,61)=x(k,e1)+gk)+ef(k,x(k et)+ a, (7)
and sequentially supplying k=0, 1, 2, ... in (7) we get

x(k,e,7) = x(0,¢,7) + Z[g(i)Jref(i,x i,e,7 )]+ ka,

for k = N we have

x(N,&,7) = x(0,&,7) + Z[g(i) +ef (i, x(i,&,7))] + Na. (8)
i=0

Substituting (8) into (4), we have

-1

Ax(0,&,7) + Bo(7)[x(0,¢,7) + Z[g(l)+sf(1 x(i,&,7))]+ Na=d.

i=0

From here we find
a(t) = ~[Byl(0)d — (B5 (1)A + E)x(0,,7) — ¢ Z f(k,x(k,&,7))],
k=0

and from (7) we obtain
x(k+1,&1t)—x(k,&,1t)=9(k)+ef(k,x(k,&1)) —

__Z(g(k)+gf(k x(k, &, 2'))+ [(Bo'(v)d — By ' (1)A + E)x(0,¢,7)],

x(0,&1) = ag(7) + £a, (1) + €%a, (1) + -
The lemma is proved.
We find the asymptotic solution of problem (5), (6) in the form
x(k,&,7) = xo(k,T) + ex1 + 2x,(k,T) +. 9)
Putting (9) into (5) we get
xo(k+1,7) +ex;(k+1,7) + 2x,(k + 1,7) + —xo(k, T) — ex,(k, T) —
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—&%x,(k,7) — = g(k) + ef (k, xo(k, 7) + ex;(k, T) +) —

- 3 20000+ £ ko Xl ) e () 4] + 3 185 -

— (B3 (x)A + E)(ag(7) + £a, () + €2a,(7) + )],
x(0,&,17) = aog(7) + €a,(7) + £2a,(7) + -+ -

From here we get
1 & 1
€% xo(k +1,7) —xo(k,7) = g(k) — 5 Zg(k) + N[Bo‘l(r)d —
k=0

—(By ' (x)A + E)(ao (0)], (10o)
x0(0,7) = ao(7). (11,)

el x (k+1,7) — x.(k,T) = Fk,x(k, T)) — % kz(; f(k, % (k,7)) -

—(By ' (x)A + E)a,(2), (104)
x1(0,7) = a4 (7). (11,)
g2 x,(k+1,7) —xy(k,7) = fi, (k, xo(k, 7)) x, (k, T) —

N-1

2 fekx (k2% (K,2) = (B3 (DA + E)ay (1), (107)

1
N

=~

%,(0,7) = a,(7). (11,)

et xi(k+1,7) = xi(k,©) = fi(k, xo (ke T))xi-1 (k, 7) —

N—
1

N f (K. %o (K, )Xy (K, 7) = (Bg 1 (1) A + E)a; (1), (10)
0

k=

x;(0,7) = a;(7). (1)

We choose a, () from (10,) so that

1 N-1 1
~ = > 9(K)+ = [By'(t)d — (By 1 (1) A + E)ay(7)] = 0.
N k=0 N
From here we find
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ao(0) = (B (A + E)(Bd — Y. 9(K)). (12)
k=0

Thus, the expansion term x,(k, 7) is a solution to the Cauchy problem of the form
Xo(k +1,7) = x4(k,7) + g(k),

%0(0,7) = (B-1 (DA + E)1(B—1d — ¥ 9(K).
k=0
Solving this problem, we get
X (k,7) = (B, () A+ E) (B d = > g(k) + ¥ g(i)). (13)
k=0 i=0

Similarly, from (10,), (11)-(10;), (11;) we find the expansion terms
x1(k, 1), x,(k, 7), ..., x; (k, T),... in the form

(k) =~(B DA+ )Y o xo(k 1) + 3 1 x(0.2),

X,(k,7) =—(B;*(r) A+ E)‘1§ f (k,x, (K, 7)x (k,7) + kz_i f.(1,%3,7)x(k,7),

X;(k,7)= —(B,*(r)A+ E)‘lf f (kX (K 7)X 4 (K, 7) + kz_l“ f (k% (1,7)%;, (K, 7)

k=1,2,....N.

Theorem. If, in the domain (k, x)eDx D,, where DeR; = (-0, ©), D; Cc E,,,
the condition |£,(t, x)| < K, K is a constant positive matrix, then

| x(k, &,7) — Xp(k, &, D)< (E —e(N — 1K) e,

Proof. Let x = x(k,e,7) be an asymptotic solution to the boundary value
problem (3), (4) X,,(k, &, t) is a partial sum.

We put

u(k,e,v) =x(k,&1) — X, (k, & 1),
then for the difference u(k, &, t) we obtain the Cauchy problem of the form
ulk+1,¢,17)—uk,e1) =¢f(kulk,e1)+X,(k,&1) +9glk) —

—Xp(k+1,671) — X, (kg 1)),
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u(0,&,7) = 0(e™*)).
Hence we have
ulk+1,6,1)—uk,et) =¢[f(kulk et)+ X, (k)= (I, X, i,g,T )]+
+g(k) + ef (k, X, (k,&,7)) — X, (k+1,¢1) — X, (k,g,17)) (14)
lu(k,&,7)| < |u(0,¢,7)| +

e | fGulie0)+ X, (,6,0) - (X, (e, 0) — X, (e, 0)| +

+ 2|0+ 2. X, (2,7 ~ (X, (+L8,0) = X, 2.7 <
< Q(e"+1)+ekf)j| £ (0%, (i, 6,7) + A+ QUG &, 0)u(i, £, 7)dO + O(e™) <

i=0 o

< Q™) + e(N — DK|u(k, &, 7).
From here
|u(k,&,7)|< (E— (N — 1K) Q™).
In this way
| x(k,&,7) — Xp(k, &, 7)|< (E —e(N — 1)K) tem 1,

The theorem is proved.
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In the present article the theorem about uniqueness of Volterra linear integral equations of
the first kind on the semi axis, with method of nonnegative quadratic forms and functional analysis
methods.

Key words: Volterra linear inteqral equations, first kind, the semiaxis, uniqueness of
solutions.

byn makanana tepc smec KBaapaTThIK (opMasiap yCyJIyHYH, (QYHKIHMOHAJABIK aHAJIU3AUH
YCYJIapbIHBIH JKap/JaMbl MEHEH >KapblM OKTOry BomibTeppaHblH OMpPUHYM TYPAOIY CBI3BIKTYY
MHTErPAJIABIK TEHIEMEICPUHUH Y€YUMICPUHNH JKaJTbI3AbIIbI JAIUIIICHIU.

YpyHaTTyy ce3nep: BoibTeppaHbIH CBI3BIKTYY WHTETPAIIBIK TEHIEMEJIepH, OUpUHYH
TYpAeOryY, XapbIM OK, YCUUMIAECPUHUH KaITbI3[IbITbI.

B Hacrosimieil crarbe AOKazaHa TEOpeMa O €IWHCTBEHHOCTU JIMHEHMHBIX HHTETPalbHBIX
ypaBHeHUl BosbTeppa mepBoro poxa Ha MOJIYOCH C HCIIOJIb30BAHMEM METOAA HEOTPULATEIIBHBIX
KBaJIpaTHUHBIX (JOPM U METOOB (DYHKIIMOHAILHOTO aHATN3A.

KinroueBble ciioBa: JIMHEHBIE UHTETpalibHbIC YpaBHEHUs BoisibTeppa, mepBbli poj, MOIYyoCh,
€AMHCTBEHHOCTD PEILICHUM.

1. Introduction

Many problems of the theory of integral equations of the first kind were studied
in [1-15]. But fundamental results for Fredholm integral equations of the first kind
were obtained in [11-12], where regularizing operators in the sence of M.M.
Lavrent'ev were constructed. Rezults on non-classical Volterra integral equations of
the first kind can be found in [1]. In [2, 6], problems of regularization, uniqueness
and existence of solutions for Volterra integral and operator equations of the first
kind are studied. In [13], for linear Volterra integral equations of the first and the
third kind with smooth kernel, the existence of multiparameter family of solutions
was proved. In [4, 5], on the basis of theory of Volterra integral equations of the first
kind, various inverse problems were studied. In [8],uniqueness theorems were proved

and reqularizing operators in the sense of Lavrent'ev were constructed for systems of
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linear Fredholm integral equations of the third kind. In [10], problems of uniqueness
and stability of solutions for linear integral equations of the first kind with two
independent variables were investigated. In [3, 9], based on a new approach, the
existence and uniquenes of solutions of Fredholm integral equations and the system
linear Fredholm integral equations of the third kinds were studied. In [15],
uniqueness theorems were proved for the linear Fredholm integral equations of the
first kind in the axis.

In the prezent paper, on the basis of the method of integral transformation,
uniqueness theorems for the new class of linear VVolterra integral equations of the first

kind in the semiaxis were proved.

2. The linear Volterra integral equations of the first kind

Consider the linear Volterra integral equations of the first kind
t
Ku = I H(t,s)u(s)ds=f(t), te(—»,a] (1)

where the u(t) is the desired function on (—«,a], the given function f (t) is the

continuous on (—x,a],

T j\H (t,s)| dsdt <o,

—00 —00

the given function H(t,s) is continuous on the domain
G={(t,s):—o<s<t<a}.
Let C(—x,a] denote the space of all functions continuous on (-«,a]. Here C(G)

denote the space of all functions continuous on G.
Assume that the following conditions are satisfied:
(H(,s),H/(t,s), H.(t,s),H.(t,s) e C(G), x(t) = Sllrpw H(ts) t e(-x,a],
a(t) e C(-w,a], '(t) <0 for all t e(-w,a], H} (t,s)<0for all (t,s) €G,
a'(t) e L (-=,a], B(s) = H{(a,s)=0for all s e(—x,a], #(s) eC(—o,a]N L, (-»,a];

t
(i) Sup [H(t,s)|<I <o, Sup j H,(t,s)|ds <1, <oo,
1%

(t,5)eG te(—w,a
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H. (69 <L, (G), Sup

tefs,a]

H, (t.5)| < 7(5) € Li(—=,al;

(iii) At least one of the following three conditions holds:
1) & (t) <0 for almostt e (—oo,a]; 2) A(s) >0 for almostall s € (—x,a];
3)H,(t,s) <0 for almostall (t,s) € G.
Theorem. Let conditions (i), (ii) and (iii) be satisfied. Then the solution of the
integral equation (1) is unique in L,(—x,a].
Proof. Let u(t) e L (—»,a] be a solution of the integral equation (1).

Multiplying both sides of the equation (1) by u(t) and integrating over the

domain (—»,a], we obtain.

HH ts)u(s)dsu (t)dt= | f (H)u(t)a 2
We shall introduce the notation 7
2(t,5) =ju(v)dv,(t,s) eG. (3)
Then from (3), we obtain
dz(t,s) =—u(s)ds, z(t, s)u(t)dt = %dt(zz(t,S))- (4)

Let us transform the integral on the left hand of the identity (2). Taking into

account (3),(4) and integrating by parts, we have

f  He et = et oo+

—00 —00 —00

8'—-9’

f[ H, u(t)dsdt.

Hence, applying Dirichlet’s formula, we obtain

—ooS

a a

:Ea(a)zz(a,—oo)—% I a'(t)zz(t,—oo)dt+%f B(s)2%(a,5)ds - )

—00 —00

ljooH(t,s)u(s)u(t)dsdt_E [ att)d (23t —0) + = jUH L8)d, (2, s))}
1

—% jl _a[ H. (t,s)z° (t,s)dtds.

—0 S

Taking into account (2) and applying Dirichlet’s formula from (5), we have
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—a(a)z (a, —oo)—— j a (t)z2(t, —o0)dt + = j B(s)z2%(a, s)ds —

il

Suppose that f(t)=0 for te(-x,a]. Then, taking into account conditions (i), (ii) and

—oo

(6)
H: (t,5)z2(t,s)dsdt = j f (t)u(t)dt.

I\JII—‘

8'—""

(iii), we see that (6) implies

j u(r)dz =0, t € (—o,a] or j‘u(r)dr =0,s e (-»,a]

—0

or
ju(r)dr =0, (t,s) €G.

Therefore, u(t) =0 for all te(—w,a]. The theorem is proved.

Example. Consider the integral equation
t
j H (t,s)u(s)ds = f(t), te(-,0], @)

where

_ c bt a(t—s)_z_b as cd bt
9= a(b—a)[e A }ra+b( =2 (8)
(t,s) e G ={(t,s); —o<s<t<0},

a,b, cand d are real parameters, a>0,b>0,c>0,d >0,a=b. Then from (8) we have

C

H,(t,s) =——e”e ("™ ) ebt, (t,s) €G, 9)
a a
' :_L bt ,—a(t-s) _2_b as:|

H.(t,s) b—a{e e a+be , (t,8) €G, (10)
H,.(t,s) = —ce”e ™ (t,s) €G, (12)

a(t) = lim H(t,5) =0, a'(t) =0, t  (—,0], (13)
B(s)=H.(0,5) =——e*, s  (~o0,0]. (14)

a+b
From (8) and (10), we obtain
< C (1+ 2b )+2C|d |’ (15)
|[b—ala a+b ab
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c(a+3b)

'“|b-ala(a+b)’ (16)
C bs 2b as
]/(S) = m[e +me i|, Se (—O0,0]. (17)

Then taking into account (8)-(17), we can verity that conditions (i), (ii) and (iii)
are satisfied for the integral equation (7). Therefore the solution of the integral

equation (7) is unique in the space L, (-x,0].
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Investigation using the method of additional argument of first order quasilinear differential

equations with the initial Cauchy condition.

Purpose of the article: Using the method of additional argument, reduce quasilinear

differential equations of the first order with the initial Cauchy condition to systems of integral
equations.
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Komrymya apryMeHT BIKMAachlH KOJJOHYYy MeHeH OamTanksl Komm mapTsl KOJIraH
KBa3MCBI3BIKTYY AU(epeHIInanIbIK TEHAEMEHUH YbIIAPBUIBIILIBIH U3UII100.

MakanaHblH MakcaThbl: KOIIyMYa apryMEHT BIKMAChIH KOJIIOHYY MeHeH Oarrankel Komm
IIapThl KOWYJTraH KBa3HUCBI3BIKTYY AH(DdepeHnnanblKk TeHAEMEHUH YbIIapbUIbIIIBIH W3UJII060HYH
HETU3MHJIE KapaJlraH MACEJICHH HWHTErpajiblK TEHIEMEJIEp CUCTEMAacblHa KEJITHPY BIKMACHIH
KHPIU3Yy.

YpyHTTYyy ce3mep:. Komlymua apryMeHT, Oamrtankel Komm miapTel, KBa3UCBI3BIKTYY
auddepeHmanblk TeHIEMe, MHTErpalIblK TeHIEME.

HccnenoBanue ¢ OpUMEHEHUEM METOAA JIOMOJHUTENIBHOIO APryMEHTA KBAa3WJIMHEHMHBIX
Qg QepeHIranbHbIX YpaBHEHUH MIEPBOT0O MOPsIIKA C HaYalIbHBIM ycinoBueM Korm.

Lenp crarbu: C MOMOLIBI0 METOAA JOMOJHUTEIBHOIO APryMEHTA CBECTH KBA3WJIMHEWHbIE
muddepeHMaibHbIe ypaBHEHUS TEPBOro MOpPSIKa ¢ HadadbHBIM ycinoBueM Komm k cuctemam
MHTETPAIbHBIX YPABHEHUH.

KitroueBsle coBa: 1ONOJHUTENBHBIN apryMeHT, HaualbHoe ycinoBue Koy, kBasminHenHoe
muddepeHnranbHOoe ypaBHEHNE, HHTETPajIbHOE YpaBHEHHUE.

In [2, 3] it was shown that by using the method of an additional argument [1]
can be explored a system of differential equations with different initial-boundary
conditions.

And the following quasilinear partial differential equation

ou(t,x,y) ou(t,x,y)
ot 0

au(t,x,y)
+a1(t,X,y,U(t,X,y)) +a2(t’X’y’U(t’X’y))T_ (1)

= f(t,x,y,u(t, x,y))
with initial conditions:
u(0.x.y)=p(xy) (2)
te [0,T], T=const, (x,y) € R*was considered in the paper [4].
It is assumed, that the functions f(t,x,y,u) and ¢(x,y) are continuously
differentiable with respect to all their arguments.
Using the method of additional argument [1, 2], the problem (1) - (2) was

reduced to the following system of differential equations:

M‘;X,Y) = al(S’ pl(S’t’ X! Y), pZ(S’t’ X’ y)’W(S’t’ X’ y))
Jgﬂiiiélzzax&pﬂ&txy)pA&LKY)W@iJQW) (3)
Qﬂ@i?ﬁgzf@JM&LKy)pA&LKy)WSLXJ»

with additional terms:
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L(LELXY)=X;
iR @

w(0,t,%, ) = (P, (0,1, X,y), p,(0.t, X, y)). (5)
In this paper, we show that the problem (3)-(5) can be reduced to a system of
integral equations and prove their equivalence.
Having integrated the first two equations of system (3) with respect to s from s

to t, we obtain, taking into account the conditions (4), two integral equations:

(st % Y) =X = [a,(v, BV L X, Y), PVt X, ). WOt X, Y))av

p.(s,t:%,¥) =y = [8,(v, Py (vt X, ), (vt X, V) WVt X, y))dv . (6)

We integrate the last equation of system (3) with respect to s from 0 to s and,

taking into account (5), (6), we obtain the integral equation:

X— J.al(v’ pl(V,t, X, y)’ pz(V!t’ Xv y),W(V,t, X1 y))dV,
Wstxy)=g| +
Y= [3,(v, PVt X, ), P, (Vi X, Y), WV, X, V) v

+j (v, p(v,t X, y), o (V8 X, y), W(v,t, X, y))dv . (7)

So, we have got that the system of integral equations (6), (7) follows from the
problem (3)-(5).

By direct differentiation with respect to equations (6), (7), we obtain system
(3). Substituting s=t in (6), we obtain the conditions (4), and substituting s=0, we
obtain the conditions (5).

Thus, the Cauchy problem (3)-(5) and the system of integral equations (6), (7)
are completely equivalent.

Now let u(t,x,y) be a solution to the Cauchy problem (1), (2). Having
determined p.(s,t,x,y), p2(s,t,x,y) from the system of differential equations

op,(s,t,X,y)

os = a1(31 pl(S’t1 X, y)! pz(S,t, X, y),U(S, pl(S,'[, X, y)’ pz(S,t, X, y)) !
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op,(s,t,X,Y)
oS

With  the  conditions (4), we obtain that the  function

=a,(S, P(S,t, X, Y), P, (S, 1, X, Y),u(s, pi(S,t, %, Y), P, (8,1, X, Y)).

wW(s,t, X, y) =u(s, p,(s,t,X,Y), p,(S,t,X,y)) will satisfy the last equation of the system
(3) and the initial condition.

This proves that each solution u(t, x, y) to the Cauchy problem (1), (2) gives a
solution to the Cauchy problem (3)-(5), and hence does a solution to the system of
integral equations (6), (7).

Lemma. Let the functions (pu(s,txy), pa(s.t.x.y), w(s,txy))eC**(R*) and
Qi={(s,tx,y): 0 <'s <t (xy)eR?}, then the solution to the system of integral
equations (6), (7) gives the solution to the Cauchy problem (1), (2) for 0 <t <T,<T,
where

1
T, < —
N; +@+N, )N, +N,)

o is an arbitrarily small number.

Proof. We denote by D" the differential operator

5 o e
D =— t,x,y,u)—+a,(t,Xx,y,u)—,
at+ai( y )6‘x+ (XY )8y

where u(t,x,y)=w(t,t,x,y).
We apply this operator sequentially to all equations of system (6), (7).
We have:

Dp, =a,(t,x,y,u) —a,(t.x, y,u) - [[0,a-Dp, + 8, a - Dp, + 0,4, - Dwlv,

t
Dp, = —J‘[élpla1 -Dp,+0,a,-Dp,+0,8, - Dw]dv . 9)
Similarly, we get
t
Dp, = —j[épla2 -Dp,+0, a,-Dp, +0,a, - Dwjdv . (10)
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Applying the introduced differential operator D* to equation (7) and taking

into account (9), (10) we obtain:

Dw = —axgo[—j[a 0 Dp, + 8p2a1 -Dp, +0,,8, - Dw]dv]-
0
—0,¢[-[[0,,a,- Dp, +0, 3, - Dp, + 0,3, - DWJdv] +
0

t
+j[ap1f .Dp,+8, f-Dp,+8,f - Dwldv. (11)
We denote:

N, = max{suzp | @ |,su2p | 8X¢|,su2p 10,0 |}
R R R
N, = max{suplai ,sup|d,a;|,sup|d, a,sup|d,a |}, i=1, 2

N, :max{sup| flsup|o, flsup|o, flsup|o,f |}
Q Q Q Q

The constants Nal, Naz, N, are determined taking into account the fact that the

functions py, p,, w included in ay, a,, f are known.
Using the introduced denotations, we obtain from (9), (10), (11):
| Dp; [<tN,, (I Dp, [l +I Dp, [l + I Dwll,, i=1, 2,
| DW[<tN, (N, +N_ ) Dp,[lo +1IDp, ||, +1I Dwll,) +
+N (|| Dp, [l + I Dp, i, +1I Dwl,) |

Since the last inequalities are valid for all 0<s<t, (x, y) eR? it follows from
them:
I Dp; llo=<tN,, (Il Dp [l +1I Dp, [l + 1| Dwll, ., i=1, 2,
| Dwllo<tN, (N, + N, ){I Dp, ll, +1I Dp, [lo + Il DWIl,) +
+IN (|| Dp, [l +1I Dp, [l + I Dw]l,) |
Adding these inequalities, we get:

0P, llo +11Dp; [l +1I DW o<
<t(Ny + @+ NN, + N, ) Dp, [l + 11 Dp, [l + 1l Dwll,)
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Hence it follows that for t < 1 the identity

N, +(1+ N¢)(Na1 + Naz)

0P [l + 1 Dp, [l, +[ Dwllo=0

IS true.

We denote T, = L -0, Where ¢ is an arbitrarily small

N, + 1+ N(/))(Nal + Naz)

number.
From the above tabs it follows that for 0 <s <T,<T" the following equalities

are true:

op; op; op;
—L t,x,y,u)—+a,(t,x,y,u)—-=0
at+a1( y)ax+2( y)gy

%NJrai(t,x,y,u);—a\;VJraz(t,x,y,u)%:O. (12)

Substituting now u (t, x, y) = w (t, t, X, y) into the equation (1). We will have

ow(s,t, X, ow(s,t, X, ow(t,t, X, ow(t,t, X,
BLxy), [ OWELXY), —, WLLXY) o, oWtLXY) ¢
oS ot OX oy
Taking into account the equalities (12) and Mls_t: f(t,x,y,u) we

obtain the correct equality
f(t, x, y, u) = f(t, x, y, u).
Substituting s=t=0 in (7), we obtain
u(0, x, y)=w(0,0, x, y)=¢(x, y).
Thus, it has been proved that the function w (s, t, X, y) for s=t gives a solution

to the initial value problem (1)-(2).
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SUFFICIENT CONDITIONS OF BOUNDEDNESS OF SOLUTIONS OF ONE
NONLINEAR VOLTERRA INTEGRO-DIFFERENTIAL SECOND-ORDER
EQUATION ON THE HALF-AXIS

'Baigesekov A.M., °’Khalilova G.T., *Alieva A.R.
'Sulukta Institute of Humanities and Economics, BatSU,
’Kyrgyz State University. |. Arabaeva,
3Institute of Mathematics of NAS of KR

Sufficient conditions of boundedness on the half-axle of all solutions and their first
derivatives of a single nonlinear integro-differential equation of the second-order Volterra type are
established. For this purpose, a partial cutting method is developed. The illustrative example is
given.
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Bounbreppa THOMHIETY SKUHYM TAPTUITETH OUP CHI3BIKTYY AMEC MHTETpo-AudepeHInan bk
TEHJEMEHUH Oap/bIK YbIrapbUIBIIITAPBIHBIH JKaHA ajlap/blH OMPUHYM TYYHIYJIAPBIHBIH >KapbIM
OKTO YEKTEeNTeHJUTMHUH >KETUINTYY MIapTTapel TalbliaT. Bya ydyH »Kekeue Kecyy MeETony
OHYKTYpYJIoT. MIumrocTpaTuBIMK MUCAN Typry3yJar.

YPYHTTYY Ce31ep: CBI3BIKTYY 3MecC HHTerpo-auddepeHunanplk TeHAeMe, YeKTeNTreHINK,
YBITAPBUIBIIITAP/IBIH ~ YEKTEATeHIAUTH,  YbITapbUIBIITAPABIH ~ OUPUHYM  TYYHAYJapbIHBIH
YEKTEITCHIUI Y, XKEKEUYE KECYY METOLY.

VY cTaHaBIMBAaKOTCSA AOCTaTOYHBIE YCIOBUS OTPAHUYEHHOCTH HA ITOJIYOCH BCEX PEIICHUM U UX
MEPBBIX MPOU3BOJHBIX OJHOTO HEIMHEMHOro HMHTErpo-auddepeHImaibHOoro ypaBHEHUsT BTOPOTrO
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nopsaka tuna Boapreppa. [[nst aToro pasBuBaeTcs METOJA 4acTUYHOTO cpesbiBaHMs. Ctpourtcs
WUTIOCTPATUBHBINA PUMED.

KitoueBble ciioBa: HelNMHEHHOE MHTErpo-AudQepeHnraIbHoe ypaBHEHHE, OrPaHUYEeHHOCTD,
OTPaHUYEHHOCTh PEIlIeHUH, OrPaHUYCHHOCTh MEPBHIX MPOU3BOJIHBIX PEIICHUHN, METOJ YaCTHYHOTO
Cpe3bIBaHUA.

All appearing functions fromt, (t,z),(t,x,y) are continuous and the relations take
place at t>t,, t>z>t;|X,|y|]<o; J =[t,,»); IDE is a integro-differential equation.
PROBLEM. Establish sufficient conditions of boundedness on the half-interval

J for all solutions and their first derivatives of the following nonlinear second-order

Volterra type IDE:

XKQ+MLMomﬂj+d0gua»+jKaJ)%@MT=fﬂ)tz% (1)

Note that in [1] such a problem is studied for a more general IDE than (1) the
method of weighting and cutting functions [2]. In the present paper, the partial cutting
method is developed to solve of the problem formulated above [3,4].

The solution of IDE (1) is the solution x(t)eC?(J,R) with any initial data
x“(t,) (k =0,1) . We will assume the existence of such a solution, although, as noted in
[4], it is possible to establish the existence of x(t)eC?*(J,R) by the method of

monotone operators [5].

Let [2-4]:
K&ﬂzi&&ﬂ, (K)
f0 =3 £, 0

w,(t) (i=1...n) are some cutting functions,
RO=Kt ) ®))* Q. )=Kt2) (¥ (=)™ E®= O ®)" (=1..n),
PO=AM+B{) (i=1..n), (P)
c,(t)(i=1...n) are some functions.

Q.(t,r) (i=1...n) are named partially cut kernels [3].
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For an arbitrarily fixed solution x(t) of IDE (1) we multiply by x'(t) [6, p. 194-
217], and conducting integrate within the limit from t, to t, including in parts, and
similarly [3,4] we introduce functions v, (t),P(t),Q (t,z), using lemma [3], if we
introduce condition (P), functions c(t)(i=1...n). Then we obtain the following

identity:

(X'(1)* +2[ X($)h(s, X(5), X (8))ds + () G(x(1)) +i{ﬁx (DX (. 1))” + B (DX (1)) -

—2E, (1) X, (t,t,) +c (t) —jf[Bi'(s)(Xi(s,to))2 —2E/(8)X,(s,t,) +¢/(s)]ds} =

t

=C, + j; {a/(s)G(x(s)) +

PO GL) +2[QL6 )X ) XE]dr s, (2)

where G(x)=[g(u)du, X(t.t,)=[w,()x(dn  (i=1...n),

to

C. =(X (L)) +alt)G (X)) + D¢ (1)

Turning to the integral inequality from identity (2), applying Lemma 1[7],
Theorem 1[1] similarly is proved.

Theorem. Let 1) the conditions are met (K), (f), (P);
2) xh(t,x,x)=H(t,x,x)>0; 3)a(t)>a,>0, the function exists a,(t)el'(J,R,) is that
a'(t)<a‘(t)a(t), G(x) »wat |x] >o; 4) A(t)>0, functions exist A'(t)eL'(J,R,) is that
AB <A (tA®) (i=1...n); 5B(t)>0,B/(t)<0, functions exist c(t) is that

(E® 1)’ <B®t)c (i=1...n; k=0,1);
6) [|Q. (t.70)|(A(r)) 2drel’(J,R) (i=1...n).

Then any solution x(t) of the IDE (1) of C?(J,R) and its first derivative x'(t) are
bounded on J and the relation is correct:

H(t, x,x)el'(J,R,). (3)
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The theorem be obtained a corollary similar to that in [4].

Corollary. If 1) all conditions of the theorem and H(t, x,x") >D(t)(x)*",m e N;
2)D(t)>D, >0 (respectively D(t)>0, (D(t))"eL(J,R,\{0}) are fulfilled, then for any
solution x(t)eC?(J,R) of IDE (1) the following properties are true: x'(t)el’"(J,R)
(respectively x'(t)eL"(J,R))(meN).

The first statement at once follows from (3), and the second - from the relation:

1 1
2|x" =2(D®)?|x|". (D(t)) 2 <D(t)(x)™ +D(t)™, by integration within the limit from
t, to t.

Example. For IDE:

X"(t) + (> +1) (X' (1))° + x () + j e”f\/e‘20t (t—7)+25X'(r)dr=-2¢e",t>0

all conditions of the theorem and the corollary are fulfilled, here

t, =0, H(t,x,x) = (t* +1)(x)*, a(t)—%>%—% (1) = m,nzl,

w,(t)=e', P(t)=5 A(t)=3 B/(t)=2, E(t)=-2, ¢(t)=2, Ql(t,r)Eet\/e’zm(t—r)+25.
Consequently, all solutions and their first derivatives are bounded at te R,,
and x'(t) el*(R,,R)NL%(R,,R).
Thus, we managed to find a class of IDE of the form (1) for which the above

task is solvable.
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One of the most difficult to solve problems of economic reforms in transition economies is
to overcome structural imbalances in the economic system inherited from the planned economy.
This article is devoted to the analysis and modeling of the process of structural imbalances and the
forecast of the development of the economy of the Kyrgyz Republic. Methods of analyzing
structural shifts in the national economy using an econometric model based on the production
function are proposed. The necessity of developing a three-sector model based on the production
function for the analysis and forecasting of economic development is substantiated. The analysis of
the state of socio-economic development, investment climate in the Kyrgyz Republic is given.

Keywords: structural changes in the national economy, econometric models, structural
disproportion, three-sector model of the economy, production functions, forecast.
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OTKe6I YIKOHOMUKAIYY OIIKeJIepAery dSKOHOMUKAIBIK pedopManapIbH YeUHIOeTeH KhIilia
TaTaay MpoOJieManapblHbIH OUpPU IUIAHIYY SKOHOMHKAJaH KajiraH 3KOHOMHUKAJBIK CHCTeMaJarbl
TY3YJIYIITYK JUCIPONOPLUSAHBI K00y Oonyn caHanar. byn makana Keiprei3 PecnyOnukacblHbIH
HSKOHOMMKAIIBIK OHYTYYCYHYH TY3YJYIUTYK AHMCIPONOPLHUSATIAD MPOLECCHUH 3KOIYY Y4YYH aHbI
aHaJM3/ieere, MOJENOere XaHa ©HYTYYCYH IIPOrHO3/I00r0 apHajirad. Makaiaga yiayTTyK
HSKOHOMMKA/IArbl TY3YJIYIITYK ©3r6pYYHY aHAIU3[06 YUYH OHIYPYLITYK (QYHKIUSHBIH HETM3UHJE
TY3YJIF®H 3KOHOMETPUKAIIBIK MOJIEN/166 METOy CYHYIITanaT. DKOHOMUKaHbl O©HYKTYPYYHY TaJA00
KaHa aHaJIU3[ee YYYH OHAYPYWITYK (PYHKUMUSHBIH HETU3MHIE Y4 TapMaKTHIK MOJAENAM HIITEMN
9BITYy 3apbULABITEl  HerusfenreH. KoIprei3 PecnmyOiauKackHBIH — COIMANIBIK-9KOHOMHUKAIBIK
OHYTYYCYHYH a0asblHa, UHBECTULUSIIBIK KIIMMAThIHA TAJI00 KYPTY3YJIIy.

YpyHTTYy ce3iep: YIyTTyK 3KOHOMUKAHBIH TY3YJIYLITYK ©3repyyJiepy, SKOHOMETPUKAIBIK
MOJIETIICP, TY3YJIYIUTYK IUCIPOIOPLHS, SKOHOMHKAHBIH Y4 TapMaKThIK MOJENH, OHAYPYLITYK
TY3YJIYIITYK, IPOTHO3.

Opnna u3 Hanbosee CIIOKHO Pa3peIIMMBIX MPOOJIEM 3KOHOMHUYECKHX peopM B CTpaHax C
MEPEXOIHOM HKOHOMUKOW 3aKII0YaeTcs B MPEOJOJICHUU CTPYKTYPHBIX JHUCIPONOPLUNA B
SKOHOMMYECKOI cucTeMe, YHAC/IeJOBaHHbIX OT IJIAHOBOW SKOHOMHUKH. JlaHHAs CTaThs MOCBSIICHA
aHaIM3y W MOJEIHMPOBAHUIO MpPOIEcca CTPYKTYPHBIX JUCIPONOPLUUNA U MPOTHO3Y pPa3BUTHUS
skoHOMUKH Koipreizckoit Pecyonuku. IlpennararoTcsi METOpl aHAIM3a CTPYKTYPHBIX CIBUTOB B
HAI[MOHAJILHOW SKOHOMHUKE C TOMOIIBI0 YKOHOMETPHUUECKON MOJIEIN Ha OCHOBE MPOU3BOJCTBEHHOMN
¢dbyakmuu. O0OCHOBaHa HEOOXOJUMOCTh pa3pabOTKH TPEXCEKTOPHOW MOJCIM Ha OCHOBE
MIPOM3BOJICTBEHHON (DYHKIMH IS aHAllM3a U IPOrHO3UPOBAHMS Pa3BUTHUS SKOHOMUKH. [laH aHanu3
COCTOSIHMSI COIMATIbHO-3KOHOMHMUYECKOTO Pa3BUTHs, WHBECTHIIMOHHOTO KinMMara B KbIprei3ckoii
PecniyOnuike.

Kirouessie () (O): 2R CTPYKTYpHBIE M3MEHEHUS HallMOHATBHOU SKOHOMUKH,
HSKOHOMETPUYECKHE MOJENHU, CTPYKTypHas IUCHPOMOPIHUS, TPEXCEKTOpHAs MOJEIb IKOHOMHUKH,
MIPOU3BOJICTBEHHBIE ()YHKIIUU, TTPOTHO3.

For the Kyrgyz Republic, as well as other CIS countries, the intractable
problem of structural imbalances in the economy inherited from the administrative
command system of the USSR s relevant in the context of economic reforms.

The decline in consumption and the growth of capital investments in the
country's economy contributed to the preservation of a number of structural
Imbalances.

The Republic does not have sufficient industrially developed hydropower and
natural — geographical resources, which are the basic driving force of economic
growth. During the years of independence, the republic was unable to ensure stable
economic development, and in terms of the level of poverty of the population is one
of the last places in the CIS. Serious problems are associated with the deterioration of
industrial and social infrastructure. The gap in the level of development between the

city and the countryside, as well as the regions of the country, is deepening.
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These problems have been particularly exacerbated by the coronavirus
pandemic. According to preliminary data of the NSC of the Kyrgyz Republic, the
gross domestic product in January-March 2021 by January-March 2020 amounted to
90.6% [1]. Negative dynamics of economic activity was observed in the republic in
the first half of 2020. Against the background of government measures to counter the
spread of the coronavirus pandemic and temporary restrictions on the work of
economic entities, macroeconomic risks gradually increased from January to April
2020 and inflation accelerated. However, by the end of the first half of 2020 there
was a slowdown in the growth of prices, in particular, for food, which is associated
with a decline in domestic demand and the consequences of restrictions on business
activities. But, despite the decline in economic activity, there was a slight increase in
financial intermediation indicators [3, p. 8].

With Kyrgyzstan's entry into the international market, the EAEU required
specialists and scientists to develop new methods and models for analyzing and
forecasting the development of the country's economy. New methods and models
should take into account the macroeconomic intersectoral interrelations of the
economy and solve the problem of food security.

The formation of the economic structure of the republic in the years of the
USSR caused the emergence of serious imbalances in the period of the market
economy. Of particular note are such as the intensive development of raw materials
industries, speculative activity in the field of trade and services against the
background of the decline of manufacturing industries, etc. The importance of
accelerated development, especially of medium- and high-tech manufacturing
industries in the country, is recognized at all levels of government. However, in
practice, proper modernization processes have not yet been implemented.

For objective and subjective reasons, progressive changes have not occurred,
and thirty years later, the state and society are essentially facing the same issues and
tasks.

Structural shifts lead to the redistribution of economic resources between

sectors of the national economy and can lead to the modernization of the structure of
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the economy. According to the economic content, structural shifts are reduced to
radical qualitative transformations of the interrelations of the elements of the
economic system, as well as to a change in the ratio between the country's resource
base and the needs of the population. Structural shifts in the national economy may
be accompanied by changes in the share of various industries in the country's GDP, as
well as the number of people employed in the economy.

Structural shifts can generate certain structural imbalances in the economic
system of the state. The structure of the country's economy is characterized by the
presence of imbalances and uneven development. In countries with economies in
transition, structural imbalances (a low share of industry in public production, and
within it a high share of extractive industries, an inefficient structure of foreign trade
characterized by a predominance in the import of the final product, and in the export
of raw materials, underdevelopment of the infrastructure of trade and services, etc.
They are a consequence of the implementation of a long-term economic development
strategy focused primarily on maximizing the use of the country's resource potential.
The authors of official documents and programs have to reckon with these problems
as an objective reality.

In the Kyrgyz Republic as in all post-Soviet countries, the change in the ratio
between sectors occurred not only as a result of increased labor productivity in the
secondary sector and increased demand for services, but as a result of disintegration
processes and new integration processes. The disintegration processes between the
post-Soviet countries contributed to the reduction of employment in manufacturing
industries, that is, in the secondary sector. Disintegration processes have contributed
to deindustrialization, which also differs from processes in countries with developed
market economies, where these processes, as a rule, have contributed to the
movement of labor into high-tech industries, mainly in the tertiary sector. In
deindustrialization occurred not only due to an increase in the service sector, but also

due to an increase in the raw materials sector [4, p.60].
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Table 1. Main indicators by sectors of the Kyrgyz economy*

Year Industry and construction Agriculture and extractive Trade and services
industry
GDP | labor | investment | GDP | labor | investment | GDP | labor | investment

in fixed in fixed in fixed
assets assets assets

2000 | 27,81 27,83 | 5441 36,58 | 36,62 | 0,06 28,12 | 27,62 |8,3

2010 | 25,32 254 |55,82 19,7 |18,79 | 0,14 4293 | 43,32 0,14

2019 | 33,2 |28,47 |525 147 139 |322 49,8 |50,01 6,8

2020 | 30,4 |29,32 | 484 135 [133 [287 479 476 |432

*) according to the Ministry of Economy and Finance of the Kyrgyz Republic [2].
**) preliminary calculation.

Analysis of the economy of recent years shows that investment in fixed assets
in all sectors of the economy has different rates of change. The share of GDP of the
trade and services sector increased rapidly. Below (Table 1) are the statistical data of
the NSC of the Kyrgyz Republic on the main sectors of the economy (as a
percentage).

In order to quickly introduce market mechanisms and eliminate government
interference, price liberalization was carried out. However, price liberalization at the
beginning of market reforms caused a sharp rise in the general price level and a heavy
blow to the standard of living of the population, to the financial and monetary
systems, and generated new serious imbalances in the structure of the country's

economy.

Materials and methods of research

To develop a three-sector model of the economy, the main problem is the
availability and availability of statistical data in comparable prices of main
production assets (MPA) by sector. To analyze the dynamics of the MPA, we used
statistical data on investments in fixed assets by sectors of the economy.

The three-sector models used in the research divide the economy into three
sectors: the primary (zero) sector of the economy — extraction of raw materials,
energy resources, semi-finished products and other consumable materials, the fund-
creating (first) — means of labor (buildings, structures, machinery, equipment, power

devices and other investment goods of industrial use), consumer (second) — consumer
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goods [5, p.42]. Note that all the conclusions made for the two-sector model (total
product equals total income, total expenses equal total income, are valid for the three-
sector model of the economy. In the three-sector model, total expenditures consist of
three components: consumption (C), investment (I) and public procurement (G), and
total income is allocated to consumption (C), savings (S) and net taxes (T). The main
conditions for applying the three-sector model are:

1. In a certain period of time, the technological level of the country's economy
Is considered constant, a neoclassical production function is used for the model of the
economic system:

Y; = F(K; Ly),i = 0,1,2.

where Y; — is the gross output by sector; K; u L; — are the volumes of fixed assets and
labor resources, respectively, by sector.

Suppose that the total number of people employed in the field of production
(L) changes relative to constant growth rates v:

_L(t+1) - L(0)
L(t)
The differential equation for a continuous period of time takes the form:

dL _
dt

vL,
where L(0) = L°, solution: L = L%,

2. The depreciation coefficients of direct material costs «; and the main
production funds of the sectors u; are constant.

3. Since we consider cash flows in the scheme of foreign trade turnover, we
consider the economy to be closed, therefore foreign trade is not considered.

Then, for fixed assets, the differential equation for sectors has the form:

dK;
dt

where i — is the sector number.

= —uwK; + I;; K;(0) = K?,

Thus, we will write the three-sector model of the economy in the form:
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[ L = L%e" is total number of employed;
L=Ly,+ L, + L, is distribution of employed by sector;
% = —w;K; + I;; where K; 0 = K is dynamics of funds by sector;
Y, =F K; L; ,wherei = 0,1,2 is output by sector;
Y; = I, + I; + I, is distribution of products of the fund — creating sector;

Y, = apY, + a1 Y, + a,Y, is distribution of products of the material sector

—

Parameters of the three-sector model of the economy:

Y, is "Production material costs";

Y; is Indicator "Accumulation™ minus "Production of consumer goods";

Y, is "Non-productive consumption™;

K; is were determined by the indicators "Volume of investment in fixed assets
by industry";

L; is were determined by the indicators "Distribution of the population
employed in the economy by industry".

The model system has linear dynamic elements K;, L;:

dK, dL
dt = —[,liKi + Ii and E = vL.

Since gross output by sector is set by nonlinear functions, the model system is

nonlinear and multiphase, since it contains three variables K,, K; and
K, interconnected by means of balances.

With the help of the distribution of labor L = L, + L, + L, and investment
I, +I; + I, =Y, resources, it is possible to manage economic processes.

To optimize structural changes, the balance sheets of income and expenses by
sector were used:

1) The balance of income and expenses of the material sector:

po(1 = ao)Yo = p1ly + to¥o + Low,.
2) Balance of income and expenses of the fund-creating sector:
p1Y1 = poasVy +t1Y + Lywy.
3) The balance of income and expenses of the consumer sector:

p2Y2 = poazYs + p1ly + Y, + Low,.
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To calculate the volume of output by sectors, we used the Cobb —Douglas

production function:
Y = A K5 LY, i=0,1,2,

A; is the coefficient of neutral technical progress; «a; is the coefficient of elasticity for
funds; 1 — «; is the coefficient of elasticity for labor.

The calculations are based on statistics from 2000-2020.

The following PF sectors were obtained:
Yy = 1,32K04° L8
n= 3,411(10'5223'48 o

Y, = 1,39K,°' Ly’

LY, = 1,39K,"°' L5

The main characteristics of the parameters of the production function by sector
are given in Table 2.

From the definition of the parameters of the production function by sector
(g, a; 1 ay), it follows: an increase in the MPA of raw materials industries by 1%
leads to an increase in output on average by a,%. The same increase in MPA in the
fund-creating and consumer industries leads to an increase in output by oa,% and
a,%."

Table 2. The main characteristics of the parameters of the production function

o Indicators
Criteria
X K L
Industry and construction
R? — is the coefficient of determination 0,77 0,89 0,71
F — Fischer's criterion 37,24 57,13 8,91
Agriculture and extractive industry
R? — is the coefficient of determination 0,87 0,93 0,45
F — Fischer's criterion 41,32 59,25 4,23
Trade and services
R? — is the coefficient of determination 0,82 0,93 0,45
F — Fischer's criterion 33,29 41,33 8,17

Based on the obtained model, the forecast of the studied indicators for the
period 2020-2030 is calculated. The forecast values of the parameters show that the

sectoral structure of the country's economy will change insignificantly (Table 3). This
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requires significant changes in the structure in favor of manufacturing industries. For
a qualitative change in the structure, it is necessary to optimize the distribution of
investments, that is, to create a favorable investment climate. The received foreign
direct investments should be directed to the industries of industry and construction,
agriculture to create modern production technology and infrastructure, and not to

support the old production technology.

Table 3. Share of GDP by sectors of the Kyrgyz economy

Year Industry and Agriculture and extractive Trade and services
construction industry

2020 30,4 13,5 47,9

2021 32,2 13,2 48,5

2022 33,7 13,1 49,6

2023 34,5 12,9 49,8

*According to the NSC KR [1].

Conclusion

During the transition period of economic development, the market mechanism
cannot provide the necessary proportion of the distribution of resources of the
national economy by sectors, since the basis for the formation of this mechanism is
profit.

The analysis of structural shifts shows that for the sustainable development of
the national economy, the main goal should be to optimize the intersectoral and intra-
sectoral distribution of available resources.

The decision on the priority of investments in various sectors should be made
and adjusted by the government both through regulatory methods and through direct
participation in the economic process.

The forecast data show that the Government of the country, when developing
strategic plans, needs to take into account the existence of economic imbalances at
the macro level and in the future it is necessary to coordinate the distribution of

foreign investments at the state level.
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The article discusses the features of e-education and types of information learning tools in
the form of block diagrams; the unresolved problems of e-education are shown, the advantages and
disadvantages of this education are considered, and a method for resolving these problems is
proposed. When using digital technologies as a necessary addition to traditional higher education
education, it is required to use educational sites. Examples of these sites are given.
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Makanana 3JIeKTpOHIYK OuIuM OepyyHYH ©3redyesyKTepy aHa MaajlbIMaTThIK OKYY
KypaJJlapblHBIH TYpilopy OJjOK-cxeMa TYpPYHI® KapajiaT; OdJIEKTPOHAYK OwiuM OepyyHYH
yeunsiOereH Keireinepy kepceTynyn, Oyn OwinM OepyYHYH apThIKUBUIBIKTaphl JKaHa
KEeMUYMJIUKTEpU Kapaibll, Oyl Kelreilepay uedyyHYH BIKMachl cyHymTanaT. CaHapuUIITHK
TEXHOJIOTUSIIAPABI CANTTYY KOTOpKY OMIIMM Oepyyre 3apbUl KOIIyMYa KaTapbl KOJIOHYYa OUINM
Oepyyuy callTTap/ibl KOJJIOHYY Tajlal KbUIbIHAT. Bys caliTTapAbIH MUucaiapsl KEATUPHIITEH.

YpyHTTYy ce3liep: CaHapUIITUK TEXHOJOTHSUIap, MaalbiMaT MEMKUHAWTHU, 3JIEKTPOHAYK
MaJIaHUsAT, OMIIUM Oepyy MpoLEeccH, MyraTuMIEepId KECUIITHK Kaipa 1asip/100, 3JIEKTPOHIYK OMIUM
0epyy, CaHapUNTUK OMIMM Oepyy TEXHOJOTUSIApPbI, MAaJbIMATTHIK OKYY Kypajaapsl, Ouium Oepyy
MIOPTaJbI.
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B crathe paccMOTpeHBI OCOOCHHOCTH  DJIGKTPOHHOTO  OOpa3oBaHHUS W BHJBI
MH(POPMAIMOHHBIX CPEICTB 00y4YeHHUs B BUJE OJIOK-CXEM; IMOKa3aHbl Hepa3pelieHHbIC MPOOIeMbI
AJIEKTPOHHOTO 00pPa30BaHMs, PACCMOTPEHBI JOCTOMHCTBA W HEIOCTATKU NAHHOTO OOpa3oBaHHs U
MPEJUIOKEH Croco0 pa3pelieHus JaHHbIX pooiieM. [Ipu ncnonp30BaHuU UPPOBBIX TEXHOJIOTHUN B
Ka4ueCTBC HCO6XOIII/IMOI‘O AOHNOJHCHHUA K TpaJuIUOHHOMY O6pa30BaHI/IIO B BBICHIEH IIIKOJIE
TpeOyeTcsl NCIOIBb30BaTh 00pa30BaTelIbHbIC CAThl. [IpUBEACHBI IPUMEPHI TaHHBIX CAaHTOB.

KittoueBsie cioBa: nudpoBbie TEXHOJIOTHH, UHPOPMAITMOHHOE MPOCTPAHCTBO, AIEKTPOHHAS
KyJIbTypa, 00pa30BaTeNbHBIA IPOILECC, NPOPecCHOHATbHAS TEPENOArOTOBKA IpEToaBaTeieH,
AJIEKTPOHHOE 00pa3zoBaHME, 3JIEKTPOHHOE oOyuyeHue, IH(poBbIE 00pa3oBaTENbHBIE TEXHOJIOTHH,
WH(POPMAIMOHHBIE CpeICTBa 00yUeHHsI, 00pa30BaTEIIbHBINA TTOPTAI.

The change in the social order for the preparation of competitive specialists for
mastering modern media and the ability for self-learning and self-development, and
then realizing their creative potential in future practical activities is due to the
transformation of modern civilization into an information space that requires
intensive formation of information. On no graphic and electronic culture of
specialists. Graduates are required not only to have fundamental basic training, which
will help them understand complex production, but also information technology
readiness, namely: knowledge of information and digital technologies and the ability
to handle them; the ability to collect, evaluate and use information; high adaptability
in the ability to adapt to new working conditions; communication and ability to work
in a group; the ability for self education and the need for regular professional
development, etc.

In modern society, with constantly changing socio-economic conditions and
the use of digital technologies, the requirements for higher education and graduates
have changed:

the qualifications of teachers;

new generation techniques.

The relevance of this article is the low level of knowledge of teachers regarding the
use of digital technologies as a teaching tool. In line with the 2020 year learning
vision, higher education teachers must undergo elearning vocational training.

In the age of digital technologies, there is a significant need for retraining of
teachers of higher education. There is a big gap between the knowledge of teachers
working with the old store of knowledge and those using digital technologies, which
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are constantly increasing in quantity and quality every day. Teachers do not have
time to keep track of modern trends in information technology in an avalanche of
information due to the heavy workload in their daily work. Since, in addition to the
fact that they need to conduct classroom sessions in the first half of the day, which for
many lasts more than half a day, in the second half of the day, taking into account
new trends coming from the Ministry of Education and Science of the Kyrgyz
Republic, taking into account the requirements of the constantly changing federal
state educational standards with their competencies, teachers are required to develop
educational methodological complexes (TMC), which must be tested in the
educational process.

Taking this into account, it is necessary to properly organize the phased
retraining of teaching staff in the use of digital technologies and the development of
new generation techniques.

At the university, it is necessary to enter an electronic journal, with which not
only teachers, but also students and parents should work, in which you can view the
electronic schedule, marks and assignments, and also use messages to correspond
with teachers, thus forming the electronic culture of the user

After mastering the first stage, there is a need to use technical teaching aids in
the field of education development, namely the use of technical teaching aids (TCO)
in the educational process in the form of creating information management systems
(IMS) for managing the content of electronic documents (ED), verification,
homework tests, tests, slices of students' knowledge. There is an opportunity in the
form of feedback to view the report of each student on the Internet.

With the use of modern electronic learning technologies, it is possible to
personally develop students, taking into account their psychological and
physiological abilities. Consider the features of e-education (Figure 1), consisting of
6 modules, namely:

* reducing the time for developing technical skills of students;
* increasing the number of training tasks;

* achievement of the optimal pace of work of the student;
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» easily achieved level differentiation of training;
* the student becomes the subject of learning, as he actively has to work in the
lesson;

* increasing the motivation of learning activities.

reduction of time in increasing the number achieving the
developing technical of training tasks optimal pace of the
skills of students student's work
‘ |_> features of electronic | - ar
education < ‘

J 0 : 3 L
easily achievable level the student becomes the increasing
differentiation training subject of learning motivation for

because he has to work learning activities
actively in the lesson

Fig. 1. Block diagram "Features of e-education”

reducing the time for increasing the number achieving the optimal
developing technical of training tasks pace of the student's
skills of students work

features of e-education

Easily achievable The student becomes the Increasing

learning level subject of learning, because motivation for

differentiation he has to work actively in learning activities
the lesson

Fig. 2. Block diagram "Types of information training tools for ISO"

From the block diagram
"Features of e-education" (Figure 1) shows that e-education allows you to
optimize the pace of work of students and increases the motivation of learning
activities using information learning tools (ITS). Next, consider the types of
information learning tools (Figure 2), consisting of the following modules:
* JUS, to which the students are connected;

* electronic board (replacing the chalk board);
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* electronic journals (scientific, popular science, methodological, art, general
education journals in addition to the textbook);

» video conferencing, webinars, etc.

Advantages of e-education Disadvantages of e-education
Save time The problem of the quality of e-courses
Flexibility Legal problems for the protection of intellectual property

Financial concerns regarding the cost of preparing and
Ease of returning to the | updating e-courses

completed training material Staffing problems in training teachers who will be able to
develop and update e-courses

To date, electronic education using digital technologies has unresolved
problems (Table 1) associated with undeveloped uniform criteria for assessing the
quality of electronic disciplines, the composition of competent specialists assessing
the quality of these disciplines [2]. To solve the problems of e-education and the
effective use of digital technologies in the educational process of higher education, it
IS necessary to create a single interuniversity center that performs the following
functions:

» development of unified requirements for assessing the quality of electronic
disciplines;

» training of trainers in e-learning;

» flexible development of standards and competencies in electronic disciplines;

* development of new generation techniques;

* cooperation with IT companies in order to resolve the problems of complex
informatization of universities [3].

When using digital technologies as a necessary addition to traditional education
In higher education, it is required to use educational sites that have a large base of
educational materials necessary for teachers and students in their work, allowing:

» make a presentation of educational materials;
* conduct frontal polls in the group;
» conduct training on the topics of the university program.
Advantages of e-learning Disadvantages of e-education Time saving Problem

of quality of e-courses Flexibility Legal problems for the protection of intellectual
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property Ease of returning to the completed course material Financial problems
concerning the costs of preparing and updating e-courses Staff problems for training
teachers who will be able to develop and update e-courses Figure 2. Block diagram
"Types of informational training tools for ISO" Table 1.

We must not forget that e-learning should not completely replace traditional
teaching, it should complement it, since no one and nothing can replace live
communication between a teacher and students. The teacher, having feedback with
the student, can restructure the teaching material in the course of teaching, making it
more understandable and accessible. E-learning itself cannot adapt to the student,

since it is controlled by a living mind, in this case the teacher.

Conclusions
The article discusses the features of electronic education and types of
educational information tools in the form of block diagrams; the unresolved problems
of e-education are shown, the advantages and disadvantages of this education are
considered, and a method for solving these problems is proposed. When using digital
technologies as a necessary addition to traditional education in higher education, it is

required to use educational sites. Examples of these sites are given.

REFERENCES

1. Horton W., Horton K. E-learning: tools and technologies. Moscow: KUDITS-
Obraz, 2005.

2. Application of information and communication technologies in education
[Electronic resource]: electronic teaching aid / A.V. Sarafanov, A.G. Sukovaty,
I.LE. Sukovataya et al. Krasnoyarsk: IPC KSTU. 2006. URL:
http://window.edu.ru/resource/923/60923/files/book?2.pdf.

3. Application of ICT in education // System of federal educational portals

"Information and communication technologies in education". E-library. URL:
http://www.ict.edu.ru/lib/index.php?a=elib&c=getForm&r=resNode&d=

mod&id_node=315.
109


http://window.edu.ru/resource/923/60923/files/book2.pdf

CONTENS

. Borubaev A.A., Pankov P.S. Encryption demands with

Kolmogorov algorithmic metric .............ooiiiiiiiii i, 3
. Bayachorova B.J., Karabaeva S.Zh. Classification of verbs

by their mathematical models ... 7
. Kenenbaeva G.M., Tagaeva S.B. Category of irgdo-type processes

in computational mathematics and algorithms to detect patterns ............... 13
. Zhoraev A.H. Search in multidimensional spaces and

generalization of Tikhonov’s theorem ........................ 21
. Muratalieva V.T. Algorithm to investigate linear Volterra integral

equations with proportional retarding of argument .....................ooeallL 26
. Baidzhuranova A.M. Uniform menger SPace .............ccoevveieirieneennnnnn. 31
. Zheentaeva Zh. K. Dynamical systems with matrices of

coefficients with dominance .............oooiiiiiiii e 36
. Kenenbaev E. Operations over functional relations .............................. 43
. Askar kyzy L. Category of correct equations contains

multi-dimensional integral equations of the firstkind ........................... 48

10.Iskandarov S. On a method for investigating the stability

of solutions of a system of third-order linear integro-differential

equations of the Volterratype ........c.ooiiiiiii e 55

11.Khalilov A.T. On the Lyapunov functional for the stability

of solutions of a linear volterrian integro-differential

second-order equation on the semi-axis .............ccocoiiiiiiiii i, 60

12.Baizakov A.B., Mombekov A.J., Sharshenbekov M.M. Creation

of the database of low-order M-matrices is an important step

of the decompositionmethod ... 65

13.Baizakov A.B., Bekturova A.T., Sharshenbekov M.M. Appendix

of the "predator - victim" mathematical model to the dynamics
of health level Issyk Kul ...... ..., 69



14.Alymbaev A.T., Myrzakulova K.M., Bapa kyzy A. Application
of the summary-difference method with a regularizer to construct

an asymptotic solution to the boundary-value problem of a system

of nonlinear difference equations ................cooiiiiiiiiiii i

15.Asanov A., Kadenova Z.A., Bekeshova D. On the uniqueness

of solutions of Volterra linear integral equations of the first kind

ON ThE SEMI=AXIS oottt e et e

16.Egemberdiev Sh.A. Solving of quasilinear differential equations

of the first order with the Cauchy condition by the method

of additional argument ... ... ..o,

17.Baigesekov A.M., Khalilova G.T., Alieva A.R. Sufficient conditions

of boundedness of solutions of one nonlinear VVolterra

integro-differential second-order equation on the half-axis ................

18. Choroev K., Suinalieva N.K., Kydyrmaeva S.S., Askarova Ch.T.

Models of overcoming structural imbalances of the economy

of the Kyrgyz Republic ...

19.Burzhueva A.K., Abdybek kyzy A. Use of digital technologies

in the educational process of higher school ...................................

111



dopmar 60x48. O6bem 8,0 1m.i1.
IToanucano B neuars 6.12.21r.
Tupax 100 3k3.
Otnegatano B OcOO “Amna-Too Ilomurpad Cepsuc”
ITp. Yyit 265a

112



